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Abstract

Collecting, organizing, analyzing, and presenting data for consumption is well known for
information systems. There are numerous commercial tools and vast sums of money dedicated
to making this process efficient. Be it data warehousing, or map reduce framework, the core idea
is to deduce useful information from disorganized and often disparate data. The objective of this
thesis is to apply an organized approach to analyze public information systems so as to provide a
simplified analytics interface that can help users and the public in general to make better use of
the information. As one of exemplar of this approach, this thesis focuses on one specific source
of publicly available data—data about fatal accidents. The methodology adopted is to apply a
data warehousing approach to the fatal accident data, so as to transform the data into useful trend
information. Another aspect of the methodology is to apply a commercially used approach,
namely, business intelligence reporting, to serve public information in a simplified, easy to
understand format. Thus, this thesis seeks to answer whether an industrial approach is applicable
to public data. The work performed convincingly shows that indeed such an approach is useful.
In fact, application of the data warehousing and business intelligence reporting approach results
in a system which provides meaningful information of public importance. This thesis establishes
the viability and simplicity of data warehousing and business intelligence reporting to help

organize complex data and make them more accessible.
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Chapter 1: Introduction

An information system is an integration of components for collecting, storing, and
processing of data for delivering information. [1] There are numerous commercial tools and vast
sums of money dedicated to development of efficient information systems. The objective of this
thesis is to study the effectiveness of a data warehousing approach and leverage business
intelligence reporting tools to process data in public information systems so as to provide a
simplified analytics interface. The methodology adopted is to apply a data warehousing
approach to fatal accident data in the National Highway Traffic Safety Administration (NHTSA)
Fatality Analysis Reporting System (FARS), so as to transform the data into useful trend
information.

The National Highway Traffic Safety Administration (NHTSA) maintains a Fatality
Analysis Reporting System (FARS). According to the FARS website, “FARS is a nationwide
census providing NHTSA, Congress and the American public yearly data regarding fatal injuries
suffered in motor vehicle traffic crashes.” [2 The FARS database contains data on every single
accident on a public roadway in the nation that involves a fatality. The associated FARS website
provides both raw data related to the fatalities and an interface to write advanced queries. [3, 4]

However, the interface is complex and the reporting features limited. Generally
speaking, the system appears to be designed for advanced users and researchers. Moreover, the
nature of the data is such that it has evolved in complex ways over time. So much so, the FARS
web site does not allow for queries spanning multiple years: “Due to the complexities within the

FARS data, users cannot query across multiple years.” [5] Instead, the web site provides a
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limited number of “trend reports” that identify trends across years. For example, the
“Occupants” trends report presents details of age distribution of the occupants in the fatal crashes
over different years. Further, the report can be drilled down by state. [6]

With respect to the query interface, because there is no limitation to types of research
queries that may be posed by researchers, the interface is generic and provides greater flexibility
in the types of queries. The trade-off is in terms of user friendliness and support for data
visualization. For instance, the trends report on the FARS web site is presented as a table of
numbers. This presents a complicated structure for the user to comprehend.

The general features, and the complexities in the FARS data and interface is typical in a
complex information system. The FARS data therefore provides a good case study to address
the objective of this thesis, namely, to study the effectiveness of a data warehousing approach to

organize and present meaningful information from a public information system.

1.1 Objective

The inherent complexity of the underlying data is a motivation for this thesis. In this
thesis, we implement a web based data analytics systems for the FARS data that is focused on
the layperson audience who may be interested in simple questions. This is a classic data
analytics and business intelligence issue where the “view” is fixed at design time to answer
specific questions. The objective is to apply this approach to develop a simple, easy-to-use
website to obtain fatality information. Such a website will make this valuable information
available to a broad audience and empower them.

The viability of simplifying the complex, multi-dimensional FARS information rests on
data warehouse technology. A data warehouse is a repository that consolidates data from one or

more sources of information, often in different formats. It is generally used for data analysis and

11
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reporting. Moreover, the information from the data warehouse can be presented in various forms
like reports, graphs etc. Data warehouses typically reside on dedicated servers and run on a
database management system such as Oracle, Microsoft etc. Having a data warehouse model in
place, gives the user an opportunity to discover variety of information, helps them in making

decisions faster by providing access to data derived from multiple data sources

1.2 Architecture of a Data Warehousing system

An illustration of the basic architecture of a data warehousing system is shown in Figure

ol _Data
| Integrator _‘}.\-a.rehous_t_-__’
T :
| Wrapper/Monitor | | Wrapper/Monitor \ Wrapper/Monstor )
' A ' ) A ' T B
Info | Info. ¢ & o Info. |
~S0urce, ~Source / ~Source

Figurce 1. An illustration of a data warchousing system. |7]

Figure 1 includes information sources, wrapper/monitors and an integrator. Information
sources could be anything like a HTML document, flat files, newswires, RDBMS etc.
Connecting each information source is the Wrapper/Monitor. Conceptually, there is a

wrapper/monitor associated with each information source. The wrapper helps in gathering data

12
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from the associated information sources, performs data cleansing and translation of the available
information from a native format to a generic format required by the data warehouse. The
monitor helps in periodically updating the information in the warehouse. The integrator filters,
summarizes and merges the information from the wrapper and helps installing this information
into the data warehouse. The information in the data warehouse conforms to that of a data
model.

For more complex applications, a combination of a data warehouse and a set of data
marts can be used. A data mart is a subset of a data warehouse dedicated to a specific part of a
business or organization. A data mart can be created by manipulating and extracting data from
the data warehouse layer and placing it in separate tables or by specifying database views based
on the specific tables in the data warehouse layer. [9] Figure 2 depicts a data warehouse and

data marts architecture.
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Data Staging
Sources Area Warehouse Data Marts Users
— — 3=
Operational —— Purchasing Analysis
System J T ‘
Metadata _ ‘ |
. = l |
- — —— J |
N & Summary . P e
Operational Staging Data Sales Reporting
System Database [
Raw Data ‘
Flat Files —— — -J| J= |

Inventory !
Mining

Figure 2. An example of a practical implementation of a data warchouse that includes data marts in addition
to data warchouse. [9]

1.3 Data Modeling

To create a data warehouse, the raw data has to be logically analyzed. In order to do so,
data models needs to be constructed. “A data model decfines the structure and meaning of data.”
[10] Constructing a data model helps the user to understand the business needs and requircments
and provides a foundation for implementing the database. Data modeling involves identifying
the entities in the system and their relationships. Often, E-R diagrams are constructed to visually
represent the cntitics and relationships. In data warehousing, the entity relationships often take
the form of a star schema. Another example of a schema used in data warehousing is the snow

flake schema. [11]
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Once data modeling is accomplished, the schema can be implemented as a database
design, and the database can be populated using a process called Extraction, Transform and

Load, also called ETL. Details of the ETL process are described in Chapter Chapter 2:.

1.4 Related Work

The field of information systems combines research work from a number of areas in
computer science, primarily from database systems, and more broadly from distributed systems,
web architectures, and networking.

Fundamentally the term “information systems” refers to an integrated set of components
related to collection, storage, and processing of data for the purpose data delivery and
presentation. [1] One of the early formulations of data warehouses is by Widom. [7] Widom's
architecture of a data warehouse, illustrated in Figure 1 above, consists of a variety of
information source feeding information through a wrapper, and an integrator acquiring this
information for organization and storage in the data warehouse. Widom presents an overview of
research problems in the area of data warehousing, which is one particular way of implementing
an information system. Sen and Sinha present an overview of data warehousing and a
comparison of different warehousing methodologies. [8]

Luo [20, 21] describe work related to improving the operation of the databases in data
warchouse systems. Efficiencies are achieved, for example, by reordering transactions so as to
take advantage of data already fetched into memory, and by “pr:-aggregating” to reduce the
number of certain type of SQL statements related to load transactions. Luo’s work focuses on
real time data warchousing involving continuous updates to the warehouse and multiple

simultaneous transactions.
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An alternative vision of collecting, storing, and presenting information is represented by a
search engine such as Google. This type of data analysis is often called “‘big data.” Big data is a
technology that uses massive amount of information being collected through various sources on
the internet, and performs analysis to draw conclusions from it. Google implements a massive
data collection enterprise, and organizes the data in readily accessible form so as to respond to
web queries. Likewise, the presentation of the data is also customized for a web searching
context. Thus, a search engine implementation is also an information system. In order to deal
with enormous amounts of data and to support their storage needs, Google created two
technologies named “Google File System” (GFS) and “Map Reduce”. Google also developed a
distributed storage system named “Bigtable” for managing structured data. [22, 23, 24]

Liu et al. describes the use of Map Reduce framework to perform the ETL process of
loading data into a data warchouse. [25, 25] Thusoo et al. also describes a Hadoop based
implementation of ETL processes at Facebook. (27, 28] Hadoop is an implementation of the
Map Reduce framework. [29]

With respect to organization of data within a data warehouse, a number of researchers
and practitioners have investigated data models such as star schema and snow flake. [10, 11]
Generally speaking, a star schema has more data redundancy than a snow flake schema. The
cost of greater redundancy provides better query time performance because fewer database join
operations are needed. [10]

Another area of focus has been effective query and presentation tools. XML and related
web technologies have been an important area of work in this regard. XML technologies, in
particular, are versatile enough to be deployed not only at the front end, but also for source data

integration, and data storage. [12] Business intelligence reporting tools have made it easy to
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create effective presentation interfaces for complex information that has been aggregated and
organized in data warchouses and data marts. Examples of business intelligence reporting tools

include BIRT [13], Spago [14], Pentaho [15], Jaspersoft [16].

1.5 Summary

As discussed, the main objective of this thesis is to apply a data warehousing approach to
develop an easy-to-query website for obtaining trend information from public data. The NHTSA
FARS data is a case study exemplar to apply this approach. Using the NHTSA FARS as an
example, we present a simplificd approach to design and develop a data warehouse starting from
a set of user queries. We implement a web interface to the data warehouse using a business
intelligence reporting tool.

In Chapter 2, we provide an overview of star schema and the process of extraction
transformation, and load to populate and update a data warehouse.

In Chapter 3, we discuss about the structure and evolution of FARS data. The Fatality
Analysis Reporting System has data on the fatal crashes within 50 States, the District Columbia
and Puerto Rico. The FARS database is designed and developed by NHTSA's National Center
for Statistics and Analysis. It has data collected from 1975 till present day. The user manual for
FARS describes 17 data files as of 2011. Some of the data files include Accident, Vehicle,
Parkwork, Person, Distract, Factor, and Vision. Of these, Vehicle, Person and Accident tables
were used in this thesis to answer questions related to fatality crashes.

In chapter 4, we discuss about a number of questions related to FARS data for which
users would like to find answers. A simple web-based interface is created for the user to enter the

required parameters for the query for which they seek answers from the data warehouse model.
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We then discuss how this information is being used to find some interesting statistics about the
trends in fatality crashes.

In chapter 5, we discuss about the tools, platform choices and database that is used to
implement the data warehouse model. We then discuss the extract, transform and load process
for loading the data warehouse. In the extract process, data is extracted from FARS raw data.

Although raw data is available in multiple formats like SAS, DBF and SEQL, the DBF format is

chosen. It is then converted to CSV format. In the transform phase, the extracted data is
converted to a form which supports the user requirements. In load phase, we discuss about how
the data is written to the database.

In Chapter 6, we will discuss some of the interesting conclusions drawn using the data

warehouse and reporting tools about accident fatalities that happen in the United States.

1.6 Key Terms

Information systems, Data warehousing, Business intelligence tools, Star schema,

Extraction Transformation Load (ETL).
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Chapter 2: Overview of Star Schema and
Extraction, Transformation and Load (ETL)

2.1 Star schema

A star schema is a dimensional design for a relational database, and is widely used in data
warehouses where data is stored in a manner that is easier to retrieve information from the
database. A star schema comprises of two major components—dimension tables and fact tables.
Dimensions are stored in dimension table and Facts are stored in the facts table. The fact tables
include foreign keys representing specific values for the dimensions. The entity relationship
diagram resembles a star in which the center of the star schema consists of one or more fact

tables and the points of a star have the dimension tables. Figure 3 below illustrates a star schema.

Dimension-1 Table
g Dimension-3 Table
Primary Key

.Primary Key

Dimension-1 Value
Description
Primary Key
fimension-1 Foreign Key
Dimension-2 Foreign Key
Dimension-3 Foreign Key
Dimension-4 Foreign Key

Dimension-2 Table Fact Value Dimension-4 Table

Primary Key "Primary Key

Dimension-4 Value
Description

Dimension-2 Value
Description

Figure 3. An illustration of star schema.
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A fact table contains data corresponding to a particular business such as sales or profit.
Fact tables generally have numeric data that are calculated during the transformation step of the
ETL process and stored in the database during the loading step. The rows in a fact table may
store an aggregate value (e.g., “total” sales) and are called as aggregate fact table or summary
table. Within each row of a fact table, the set of dimensional values for which the fact value is
calculated are represented in the form of foreign keys that are linked to specific rows in the
dimension tables. The dimension tables store descriptions of the characteristics of a business.
Contrary to fact table, dimension tables generally contain descriptive textual values for the
dimensional value. Several distinct dimensions can be combined with facts to produce some
meaningful information. As one example, the total sales in each month of a year are facts stored
in a fact table. The textual month descriptions (i.e., “January,” “February,” efc ) arc dimension
values stored in a month dimension table. Each row in the fact table will include a foreign key
referencing a row in the month dimension table for which the sales fact has been calculated.

A more complex example is illustrated in Figure 4, in the form of a sales fact table with
product, period and store as dimensions. Using such a schema, one can query sales facts filtered
by product, period and store, implemented in the form of a join query that combines information

from the fact table and the dimension tables.
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PRODUCT

Dot Cods Fact table provides statistics for sales

broken down by product, period and

Description i .
store dimensions

Color
Size __SALES STORE
Product_Code Store_Code
Penod_Code Store Name
PERIOD ‘ -
Store_Code City
Period_Code !
Units_Sold Telephone
Year }
Dollars_Sold Manager
Quarter !
Dollars_Cost
Month
Day

Figure 4. A star schema cxample organizing sales data by product, period, and store. [30]

“Sales” is the fact table connected to various dimensions like Product, Period and Store.
In the Product dimension table, the primary key is the “Product Code”. The product code in the
sales fact table is a foreign key drawn from one of the primary keys in the product dimension
table. The “Sales™ fact table contains Product Code, Period Code, Store Code as the detail
level facts and Units Sold, Dollars Sold and Dollars Cost as the aggregate facts. The above
example shows that the data can be retrieved and aggregated across multiple dimensions. For
example, in the Units Sold field in the fact table, “Sales™ can either be combined for a single
dimension independently to find out the Units Sold during a particular period or Units_Sold for
a particular store or to find the Units Sold for a particular product or can be calculated across all

the dimensions as the total sales across all products, units and periods.
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2.2 Extraction Transformation Load (ETL)

Loading data into data warehouse is one of the critical processes in business analysis.
Data in the data warehouse gets updated periodically (monthly, daily or yearly basis). Hence,
ETL is not a onetime process, but an ongoing part of the data warehouse. In order to load the
data from the source system to the data warehouse, three important operations are to be
performed: Extraction, Transformation and Loading. These operations separate the “raw” data

from the information sources from the “transformed” information in the data warehouse.

2.3 Extract

Extraction process is about getting the information from the information source (e.g.,
source database) and making it accessible for further processing. In simple words, extraction
process is about copying the data from the source destination to the target destination. Data is
extracted from information sources can be in various formats: text files, spreadsheets, relational
and non-relational databases. These extractions can be as partial or extracted as a whole. Partial
extraction is when a portion of the data has changed over a period of time. Full extraction is

where the entire data is extracted from the information source.

2.4 Transform

This process is about transforming or modifying the data to suit the business needs.
Before the data it is loaded into the data warehouse database, the extracted data is modified in
order and further processed (e.g., aggregated) to conform to the data warehouse schema. But
there can be some data which does not require or requires very little transformation. Some of the

typical modifications can include: sorting, cleaning, filtering, aggregating, etc.
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2.5 Load

This is a data storage phase. This process is about loading the data into the appropriate
table in the target database. Depending on the extraction technique, the loading phase can be

either loading the entire data into the database or overwriting on the existing data.

2.6 ETL Tools

ETL implementation can either be done using [TL tools like (Oracle Warehouse Builder,
BusinessObjects Data Integrator) or can be hand coded. ETL tools can be fairly expensive and
hence this could be one of the reasons why ETL implementations can be hand coded by
developers. An additional advantage of hand-coding is that £TL operations can be customized.

A significant disadvantage of hand coding is that it can be a complex time consuming exercise.
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Chapter 3: Structure and Evolution of FARS
Data

3.1 FARS
According to National Highway Traffic Safety Administration (NHTSA), “Fatality

Analysis Reporting System (FARS) is a nationwide census providing NHTSA, Federal agencies,
State and local governments, Congress and the American public yearly data regarding fatal

injuries suffered in motor vehicle traffic crashes.” [1] NHTSA presents statistics about the

accidents that happen in a public roadway that results in loss of human life from its primary data
system, FARS. According to NHTSA, “FARS was created in the United States to provide an
overall measure of highway safety, to help suggest solutions and to help provide an objective
basis to evaluate the effectiveness of motor vehicle safety and highway safety programs.” [17]
FARS was designed and developed by National Center for Statistics and Analysis
(NCSA) of NHTSA in 1975. FARS data has information on fatal crashes of the 50 states of
USA, the District of Columbia and Puerto Rico. In order for the data to be included in FARS
database, a crash must involve a motor vehicle on a traffic way that is open to public and which
results in loss of a person’s life within 30 days of the crash. FARS data is available for every
year since 1975. Although FARS has public information about the fatal crashes and types of
vehicle that are involved in the crash, it does not include any personal information like names,

address, SSN.
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These arc valuable information that have been collected over the years and are available
for research, business nceds or personal use. The FARS data can be downloaded from
http://www nhtsa,goviIFARS . This websitc also provides access to a query interface for
answering questions about fatalities in any given year. The entire data is available for download
in DBF, SAS and Seql formats. Once the data is downloaded, users can process the information

according to their specific needs.

3.2 How is the data collected?

NHTSA and NCSA have an agreement with various States to provide information on
fatal crashes. Types of information include Dcath Certificates, Police Accident Reports, Statc
Vehicle Registration Files, State Driver Licensing Files, Hospital medical reports, Emergency
Medical Service Reports, etc. Once the fatal crash information is available, analysts load the
related data into a local computer and transmit the data to NHTSA's central FARS computer on a
daily basis. Consistency checks arc done to ensure that the data are consistent. The data is then
loaded appropriately into different data files. As of 2011, there are 17 data files that are
available. Some of the data files include Accident, Person, Vehicle, Parkwork, Person,

Maneuver, and Vision. [18]

3.3 Data Files

There are a lot of changes that have been made over the years to the data collected and
the way the data is presented in the data files. For example, some elements have been dropped
and new ones have been added. Additionally, whereas the data was organized as a set of 3 files
in 1975, presently the data are organized into 17 files. An important aspect of a data warehouse
model design is to select what to keep and what to discard. For the purposes of this thesis, we

focused on the specific set of user queries described in Chapter Error! Reference source not
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found.. As a result, data from only three of the files was used. This allowed for analysis
through the entire period for which FARS data is available. The following are the data files that

were processed for populating the data warehouse.

3.3.1 Accident data file
An Accident file is available for each of the years from 1975 to current. The Accident file

has information about crash details like: time of the accident, day of the week, number of fatal,
drunk drivers involved in the accident and the manner of collision of the vehicle. It also has
information about the environmental conditions at the time of the crash, when, where and at what

time of the day did the crash happen. The Accident file includes one record per crash.

3.3.2 Vehicle data file
A Vehicle file is available for each of the years from 1975 to current. This file contains

information related to type of vehicle like: make, model, VIN number, model year and also has
information on the damage of vehicles. The Vehicle file includes one record per in-transport

motor vehicle involved in a fatal crash.

3.3.3 Person data file
A Person file is available for each of the years from 1975 to current. This file contains

information related to motorists and non-motorists involved in crash. The data also includes
person related information such as age, gender and also other information related to injury
severity. Person file includes one record per person. Notably, this file also includes information

on persons who did not die within the 30 day period after the crash.
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Chapter 4: User Questions on FARS Data

In order to construct a data warchouse model, we need to identify and collect the

requirements of the problem the data warchouse is attempting to address. Since this thesis

focuses on answering queries related to fatality information, a list of potential user queries was

collected. The following questions were identified as the possible user queries that the data

warehouse is designed to address.

1.

2.

Find the total number of accidents that resulted in fatalities between any two years.

Find the total number of accidents that resulted in fatalities for every month between any
two years.

Find the total number of accidents that resulted in fatalities by day of the week between
any two years.

Find the total number of accidents that resulted in fatalities for all the states between any
two years and find out which state had maximum number of fatalities.

Find the total number of accidents that resulted in fatalities based on the weather
conditions (Rain, snow, fog, smoke, sand, dust) starting between any two years.

Find the total number of accidents that resulted in fatalities based on the manner of
collision between any two years.

Find out which age group (15-20, 21-30, 31-40, 41-50, 51-60, 61-70, 71-80, 81-90) had

more number of fatalities between any two years.
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8. Find the number of accidents that resulted in fatalities gender wise, between any two
years.

9. Find the total accidents between any two years that resulted in fatalities crashes related to
drivers consuming alcohol.

10. Find out which make/model of the car had many number of fatality crashes between any
two years?

11. For a given year, find the number of fatalities that occurred for State 1 and State 2 and
find out which state had more number of fatalities.

12. Find the total number of accidents for years between any two years.

13. Find which month had more number of accidents between any two years.
Based on the above possible user queries, a data warehouse model was designed as

described in Chapter Error! Reference source not found. to addresses the questions above, and

get meaningful trend formation about crashes involving fatalities.
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S.Design and Implementation

A number of platform and design choices were made in implementing the data analytics
system. Platform level decisions include choice of database system, web-server, and user
interface technology. Design level decisions include choices related to database schema, the
procedure for extracting, transforming, and loading data, and the presentation of the user

interface.

4.1 Platform Choices

Since the ultimate objective is to develop a system where users can access useful
information related to fatalities, deciding to implement a system with a web-interface was easy.
Additionally, the availability of a number of free and open source web technologies made the
decision practical. MySQL is also well known as web-development database. Web servers
such as Apache and Apache TomCat are similarly well known. In fact, LAMP and WAMP are
well known web development platforms. LAMP is an abbreviation of Linux-Apache-MySQL-
Perl PHP and WAMP an abbreviation of Windows-Apache-MySQL-Perl/PHP. As an easy
starting point, WAMP was chosen. However, as discussed below, this decision was not
appropriate becausc of platform dependencies of the user-interface technology selected.

With respect to the user-interface technology, a primary objective of the data analytics
system is to provide a user friendly interface that is easy to access and understand. Therefore,
the ability to chart or graph a trend is an important consideration. Additionally, data analytics on

the FARS data is conceptually similar to data analytics on business data. A number of business
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intelligence tools have been implemented. These include open source free products like BIRT,
SpagoBI, etc, and open source commercial products like Jaspersoft, Pentaho etc. Based on the
rich set of tools available, a decision was made to utilize a business intelligence reporting
component as part of the user interface.

Reporting tools helps users organize their data visually for their business needs. Business
users can use these tools to view, run and save reports as and when they require. For the data
analytics system described in this thesis, we need a reporting tool which is web based, easy to
use, able to print reports in various formats, and providing rich variety of reporting features.
BIRT (Business Intelligence and Reporting Tools) is one such open source reporting system
developed as part of Eclipse can be used for Java/ J2EE based web applications. [13] Hence,
BIRT was chosen for the business intelligence reporting component of the thesis.

Once BIRT was chosen, it became clear that TomCat or similar server was required to be
installed. Therefore, a WAMP stack no longer made sense. Using PHF requires a Java Bridge to
be installed. Since there is no pre-existing PHI" codebase to support, the user interface could be
designed using JSP technology on Apache TomCat.

The FARS raw data is available in multiple formats: SAS, DBF, and SEQL. Free tools
exist to convert DBF files to comma-separated-value (CSV) files. [19] Therefore DBF format
raw data was used. The next challenge was to identify appropriate tools and platforms to read
the raw data and load it in the database. As discussed in Chapter 2, the structure of the data is
fairly complex with a number of variations over time. Since a data warehousing approach makes
most sense to provide simple user queries, the raw data has to be extracted and transformed, prior

to loading in the database. A number of tools exist to read CSV data and load them in a MySQL
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database'. However, these are not useful in the present context because they assume the columns
in the SV file correspond to the database table schema. On the other hand, for a data
warchouse, fields from multiple input records are aggregated and transformed to fields of
database tables in the data warechouse. Though a number of ETL tools exist, it made more sense
to write a custom tool to process the FARS data. Java packages to process CUSV files, and
support for MySQL are freely available. Therefore, a decision was made to write a Java based
tool for the E'TL process.

To summarize, the following platform choices were made:

1. TomCat web server, with JSP pages for user interface

2. BIRT reporting tool

3. MySQL database

4. Custom Java software for [ET1

4.2 Database Design and ETL

The database design and the E'TL software design was an iterative process. In particular,
a number of missteps occurred in the early phases in designing the data warehouse. A particular
problem encountered was in determining what data to include in the data warehouse and what to
exclude. This is a consequential decision because once this determination is made, it is difficult
if not impossible to recover data that has been discarded. To grapple with the inherent tension of
simplifying the database while at the same time preserving as much detail as possible, the initial
database schema iterations focused on maintaining identities of individual accidents, while
dropping accident related fields that were deemed less important or unrelated to the user queries

defined in Chapter 4 above.

" See, e.g., http:/jwww convertcsitomysal. com/
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Though there is no formal rule precluding such a data warehouse design, it shared fewer
similarities with a conventional data warehouse that usually relies on aggregating data so as to
reduce the computational effort in serving rich reporting data. Over time, it became clear that a
star schema with aggregated fields was simple to implement, and effectively tracked the user
queries defined in Chapter 4. In fact, each of the user queries directly translates to a particular
organization of the database schema. This approach logically leads to a star schema or
something very similar.

As one example, consider the user query, “llow many fatalities have occurred between
years A and B?” This suggests that there must be a count of number of fatalities for each
possible time period. A simple solution is to compute the total number of fatalities in each year,
and maintain that in the data warehouse. This is reflected in the following simplified schema.

' TableName: FatalitiesByYear
Field: Year
Field: TotalFatalities

|
| End .
Figure 5. A simplified schema for fact tables in the fatality information warehouse.

Using this general approach, each user query was translated into a table. These
correspond to a fact table in the terminology of star schema. Supporting data are stored in a
dimension table. For instance, months are numbered | to 12 and stored as part of month-related
accident facts. That the number 1 corresponds to January, 2 to February, and so on, is stored in a
month dimension table. The entity relationship between the monthly fatalities fact table and the

month dimension table is illustrated in Figure 6.
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_ fatal_monthyear ¥

fatal_m onthyear _id INT(10)

—] month_info v
MONTH INT(10)

* month INT(10)

1 4 ¥ year INT( 10)
MONTH_NAME OHAR(100)
> tot_fatals INT (10)

tot_accidents INT (10)

Figurc 6. Entity relationships between fact table named fatal monthytar and dimension table month_info.

Having decided on this approach to design the database, the exercise of defining the
tables became a mechanical process of examining the user query and identifying the associated
fact and dimension tables. Once design choice that was made intentionally is to include a year
field in every fact table. The purpose was to allow a user to obtain answers for a query for a
given year or over multiple years. This provides a level of flexibility that is absent in the present
FARS query interface available at http:// www -
fars.nhtsa.dot.gov/OueryTool/QuerySection/SelectYear aspx. which does not allow the user to
query across multiple years. At the same time, because this is a data warehouse, a number of
complexities in the structure arc discarded and only limited data is made available. Some
examples of fact and dimension tables in the data warehouse are illustrated in Figure 7, Figure 8,

and Figure 10.
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_] fatal_dayweekyear ¥

fatal_dayweek year_id INT(10)

] day_week_info v

DAY_WEEK INT(10)

daywesk INT(10)

b = — € ¥ year INT(10)
DAY _WEEK_NAME VARCHAR(100)
tot_fatals INT (10)

»
tot_accidents INT(10)

Figure 7. Entity relationships between fact table named fatal dayweekyear and dimension table
day weck info.

_| fatal_stateyear ¥

fatal stateyear id INT(10)

| state_info v
STATE INT{10)

* state INT(10)

: He = = = & * year INT(10)
STATE_NAME CHAR(100)

tot_fatals INT(10)
»>

tot_accidents INT(10)

Figure 8. Entity relationships between fact table named fatal stateycar and dimension table state info.

One of the dimension tables that proved most complex to handle was the make and model
information of cars. There are simply too many combinations of makes and models available to
manually populate the make and model information in corresponding dimension tables.
Additionally, because the aggregation operations for transforming the data requires a bucket for
each valid row in the dimension table, writing code to create as many buckets to aggregate the
data was not easy, especially because it is not even easy to count the number of valid make and
model combinations manually. To deal with this, a semi-automated approach was adopted. The
raw FARS data was first processed to identify all valid combinations of makes and model
numbers and stored in the dimension table of the database. The rows in the dimension table were
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then output to a file. The fields in this file were then processed using regular expressions to
convert it to a Java code segment that could be used during ETL. More particularly, the
particular make and model combinations were manually populated into Java code to construct a
hash table. When processing the FARS data, if a particular make-model combination was seen,
the corresponding hash table entry was used to identify the particular bucket to increment. Even
with these semi-automated procedures, the process of entering model names manually into the

dimension table could not be avoided.
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Chapter 5: Results

Using the approach discussed above, a data warehouse was implemented. Additionally,
the BIRT reporting tool was used to develop parameterized reports associated with each of the
user queries identified in Chapter 4. Java Server Page scripts were written to request the user to
provide inputs, such as the specific query to run, and to provide parameters for the query. Java
Server Page scripts to invoke the BIRT runtime environment to generate the associated report
and to embed the generated BIRT report in an output web page were also developed. As
discussed in Chapter 5, the JSP scripts are executed by Apache TomCat server.

Using the developed query interface, a number of queries were run, and interesting

results obtained. Figure 9 shows the screenshot of the query interface.

— -— e ———— -

* 5] O & A

FARS QUERY INTERFACE

Figure 9. Screen shot of query interface
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The following are some interesting conclusions drawn using the data warehouse and

reporting tools.

5.1 Accident fatalities have decreased since 2005

Figure 10 and Figure 11 show screenshots of the user query interface to view the number
of accidents and number of fatalities between two years. Figure 12 and Figure 13 show the
responses generated by the BIRT reporting tool upon querying the data warehouse. The
interesting trend observable in the result screenshots is that the number of accidents involving
fatalities, and the number of fatalities, both, have declined since 2005. Moreover, the declines

have been substantial since 2007.

FARS ANALYTICS INTERFACE: Accidents by vear

Enter the starting vear and ending vear below

Figure 10. Query interface for obtaining trend information on accidents involving fatalitics by year.
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FARS ANALYTICS INTERFACE: Fatalities by year
Enter the starting vear and ending year below:

iy

Figure 11. Query interface for obtaining trend information on fatalitics in vehicle accidents by year.
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Figure 12. Results displayed for fatal accidents by year.
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Figure 13. Results displayed for fatalitics in vehicle accidents by year.

Fataliies

5.2 Accidents by month

Figure 14 and Figure 15 show the responses generated by the BIRT reporting tool upon
querying the data warehouse to view the monthly number of accidents and number of fatalities
between two years. The interesting trend observable in the result screenshots is that the number
of accidents involving fatalities, and the number of fatalities, both, are high in the months of
July, August, and October. The month of February has the least number of accidents involving

fatalities, and number of fatalities, across all months.
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Figure 15. Results displayed for total fatalitics by month between years 2000 and 2011.
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5.3 Accidents by day of the week

Figure 16 and Figure 17 show the responses generated by the BIRT reporting tool upon
querying the data warehouse to view the number of accidents and number of fatalities between
two years by day of the week. The interesting trend observable in the result screenshots is that
number of accidents involving fatalities, and the number of fatalities are both high during
Saturday, Sunday and Friday. Also, Tuesday has the least number of accidents involving

fatalities, and number of fatalities, across all years.

Now Displaying Accldents by Day of the Week

BINT Beport Vieser
- % .1
ey poge | ol

ey Avean Diuy_uf_iTems Totad Avzisbewte

Accidents by Day of the Week

Total_Accidents

Day_Week

Figurc 16. Results displaycd for total fatal accidents by day of week between years 2000 and 2011.
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Figure 17. Results displayed for total accidents by day of week between years 2000 and 2011.

5.4 Fatalities by State

Figure 18 show the responses generated by the BIRT reporting tool upon querying the
data warehouse to view the number of fatalities by state between two years. Because the number
of states is high, the report was designed to present top 5 states by fatality. The interesting trend
observable in the result screenshots is that, out of all the states in the United States of America,
the number of fatalities is high for California, followed by Texas, Florida, Georgia and North
Carolina. This trend is logical, given the size and population of these states. Surprisingly, New
York does not appear in the top S states by number of fatalities, even though New York is a big
state with a sizeable population. A likely reason is that a majority of the population is distributed

in the New York metro area, where use of mass transit, as opposed to motor vehicles, is more
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Now Displaving Fatalities by State..

Fatality by State

Etsls

Figure 18. Results displayed for total fatalities by State between 2006 to 2011
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5.5 Fatalities by Weather

Figure 19 show the responses generated by the BIRT reporting tool upon querying the

data warehouse to view the number of fatalities by weather conditions between 2009 and 2011.

The interesting, but counter intuitive, trend observable in the result screenshots is that, more

number of accidents that resulted in fatalities occurred during clear day. One possible reason is

that the number of clear weather days in each year may vastly outnumber poor weather days.

Additionally, it is possible that the amount of traffic may be less in days with really poor

weather, leading to fewer fatalities.
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Figure 19. Results displayed for total fatalities by weather between 2009 to 2011,

5.6 Fatalities by Manner of Collision
Figure 20 show the responses generated by the BIRT reporting tool upon querying the

data warehouse to view the number of fatalities by manner of collisions between 2006 and 2011.
The interesting trend observable in the result screenshots is that, more number of accidents that
resulted in fatalities occurred when the collision did not involve two vehicles in transport, in

other words, the collision involved one moving vehicle and another non-moving entity.

44



Master Thesis by Deepa Santhanam

T o o

* ( @ localhost:B0B0/ TestingF ARS/ displaybymancolirptjsp

Now Displaying Fatalities by Manner of Collision..

Not Colismon with Motor Viehick In Transport

Front-to-Rear 13505
Fromi-1o-Front 24004
- Fronl 1o Side, Same Direction 1957
- Front 1o Side. Opposalie Direction 820
« Fronl to Side. Right Angle(includes 20508
Boadaide )
-thwmm“w 12983
Joa
2720
k]
13
amn
o

unknown 0
Fatals By Manner Of Collision
140000 152,773
130000
120000
110000
160000
#0000
#0000
i 70000
W 20000 B roue_fatans
20000
40000
30000 - 24,004
20000 — 12883 13,805
10000 |
‘m BB AN o o e
Angle - Frant ko Side, Cpposite Direction Front-to-Rear Rearto Resr Unknown
Type Of Collision
rmzi.ams. 1104 PU
4 i e = Il = = e |

Figure 20. Results displayed for total fatalitics by manner of collision between 2006 to 2011
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5.7 Fatalities by Gender
Figure 21 show the responses generated by the BIRT reporting tool upon querying the

data warehouse to view the number of fatalities by gender between 2006 and 2011. The
interesting trend observable in the result screenshots is that, male drivers were more likely to die

in fatality related crashes than women.
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Figure 21. Results displayced for total fatalitics by gender between 2006 to 2011

5.8 Fatalities by Age
Figure 22 show the responses generated by the BIRT reporting tool upon querying the

data warehouse to view the number of fatalities by age groups between 2006 and 2011. The

interesting trend observable in the result screenshots is that, the number of fatal accidents is
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higher for drivers of age group 21-30. One possible reason could be that young drivers take more

risks while driving.

Total Falain By Age

Total_Fatais

Figurc 22. Results displayed for total fatalitics by age between 2006 to 2011

5.9 Fatalities by Drink Driver
Figure 23 show the responses generated by the BIRT reporting tool upon querying the

data warehouse to view the number of fatalities by whether alcohol was involved in the accident,
between 2006 and 201 1. An interesting trend observable in the result screenshots is that fatalities
where alcohol involvement is known with certainty was very less compared to the group where

alcohol involvement is not known.
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Figure 23. Results displayed for total fatalitics by driver drink status between 2006 to 2011.
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Chapter 6: Conclusions and Future Work

6.1 Conclusion

The aim of this thesis is to provide a simplified web based analytics system that helps the
user to query the interface so as to get useful trend information. This thesis also explains on how
a methodical approach can be applied to analyze data from a public information system so as to
populate a data warehouse that is designed to answer trend information queries. This thesis
combines the data warehousing approach with business intelligence reporting technology to
provide trend information in a simplified format.

I have successfully designed and implemented a data warehouse and query interface to
support user queries for fatal accident trend information. The data was collected from the
publicly available NHTSA FARS database, and processed before loading into the data
warehouse using a hand coded ETI process. Using the data warechouse and querying tools, I

uncovered a number of interesting trends in accident fatalities in the United States.

6.2 Future Work

There are a number of areas of future work to build upon the approach discussed in this
thesis. One area of further work is to apply the data warehousing methodology discussed in
thesis to other public sources of information. For instance, weather data can be analyzed to form
a massive data warchouse to gain better insights into global warning. Another area of work is to
use a Map Reduce and NoSQL framework to collect, analyze and storc the data. This will be

particularly useful for a global weather data warehouse where massive amounts of data is
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expected. A third area of research is to compare SQL based solutions against a NoSQL approach

to understand the cost-performance benefits of each approach.
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