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Abstract

Face RRecognilion using Figenlaces

by Mattie Carazett Jones

[11 this thesis, we rescarched various methods leading to recog-
nition of a person’s [ace by ways of stalistical and malhemal-
ical analysis and comparisons of facial features to that of a
known person. Many approaches to overcome inherent face
recognition challenges have been developed over the vears,
One ol the most accurate and rapid ways Lo identily [aces is
to use what is called the eigenface [1] technique, that was cre-
ated as a linear combination model using the mathematical
software called MatLab.

The linear combinalion model has been recognized [or sev-
eral years and uses the process of Principal Components
Analysis (PCA). This systenn was able to successfully ree-
ognize all randomly generated photos (inug-shots) with 97.7

percent accuracy using 21 eigenfaces,

vi



The eigenface technique uses a highly effective combina-
tion of lincar algebra and statistical analysis (PCA) to gen-
crate an identifying set of base faces, the cigenfaces, against
which the inpuls are lested and matched. Although using
a sophisticated statistical model is a means to recognize a
person by facial patterns, it is also eritically important to ac-
knowledge that the collected data is iinperfeet and requires
some manipilation o be both clean and normalized. The ol-
jective is to represent a face as a linear combination of images
from our data base. Recently, Random Projection (RP) has
cimerged as a powerful incethod for dimensionality reduction.
In this paper. I will compare and conlrast Random Projec-
tion (RP) with PCA using a well known face database. The
experimental results illustrate that although PCA represents
[aces in a low-dimensional subspace. the overall performance
is comparable Lo that of Random Projection, having higher

computational requirements and being data dependent.
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1. INTRODUCTION

Considerable progress has heen made in face recognition rescarch over
the last decade, especially with the development of powerful models of [ace
appearance. |2] The most popular appearance-hased method is the method
of cigenfaces that uses Principal Component Analysis (PCA) to represent
[aces in a low-dimensional subspace spanned by the eigenvectors of the
correlation matrix of the dala corresponding (o the largest eigenvalues {i.e.,
directiong of maximum variance). Early face recognition algorithms used
simple geometric models. Over the past ten to [ifteen vears, face recognition
research and technology has heen propelled into the spotlight. This newly
discovered interest is primarily the result of major advances within the area
of computer vigion research and the dramatic success of video surveillance
automation. This, coupled with sophisticated printing, dental maps, and
eye scang olfers a certain intrigue to [ace recognilion. There has also been
an increased curiosity in this area primarily due to the huge impact on
verification and identification. One of these fascinating methods will be
part of an experiment to compare against recently emerging face recognition
techniques.

There has been a plethora of papers wrilten on face recognition and

various methods associated with this topic. Most of the research favors



a teature-based and connectionist approach to recognition. This approach
congiders various features of the face and compares them to the same fea-
tures on other faces. Some of these features include the eyes, cars, nose, and
moith, In addition, most of the recognition approaches use the position
size and relationship of these facial features to perform the comparisons.
There are three different proposed approaches to face recognition rescarch.

The lirst method deals with facial characteristies which can be used in ree-
ognizing individual (aces. The second method incorporates [ealure veclors
extracted from profile silhouettes. The third method uses feature vectors
to extract from a frontal view of the face. The most relevant informa-
tion to best desceribe a face is derived from the entire face image.|5| This
is based on the Karhunen-Loeve expansion (PCA) in patlern recognition.
M. Kirby and L. Sirovich have shown that a particular face could he eco-
nomically represented in terms of a best coordinate system and created the
term eigenlace.[3] These are the eigenfunctions of the averaged covariance,
or normalized correlation. of the ensemble of [aces.[5] Later. M. Turk and
A. Pentland proposed a face recognition method based on the eigenfaces
approach. Measuring and analyzing facial features is used to recognize a
person’s [ace by comparing (acial structures Lo that of a known person.
Many approaches thal overcame [ace recognition challenges have heen de-

vised over the vears, however, one of the most accurate and fastest ways to



identify faces is to use what is called the eigenface technique. The eigen-
face techmique uses a highly effective combination of lincar algebra and
statistical analysis (PCA) to generate an identifving set of base faces, the
eigenfaces, against which the inpuls are tested, compared and ultimately
matched. Although using a sophisticated statistical model to recognize a
person by facial patterns is important to identify that the collected data is
clean and normalized, the objective is to represent a face as a lincar com-
binalion of a sel ol hase [ace images. Mallab was used Lo creale a linear
combination model. This paper will discuss the implementation of this al-
gorithm and attempt a critique of whether or not it is a viable solution
for a current real-time application. The cigenface face recognition system
can be divided into four main segments: {1} Creation ol the eigenlace hasis
(Initialization), {2} Projection, (3} Detection and (4) Recognition of a new
face. "The svstem follows the following general process sequence (See Top

ol Page 4):

2. PRELIMINARY MATERIAL

2.1. Location of Experiment. This research experiment took place at
California State University at Channel Islands {CSUCL), located in the city
of Camarillo, CA, 53 miles North of Los Angeles and 43 miles South of

Santa Barbara. California.
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Test Image

Comparison Tesis

/

Match from Database

FIGURE 1. A graphical representation of the eigenface face

recognition system process sequence.

2.2. Background Mathematical skills. First, it is essential to have at
least a basic background in the mathematical skills required to understand
the Process of Principal Components Analysis which will be addressed later.
It is less important to remember the exact mechanics of a mathematical
technique than it is to understand the reason why such a technique may be

used and what the result of the operation tells us about the data.



e Statistics is centered around the premise that the large set of data, and
what is to be analyzed in that set, is presented in terms of the relationships
between the individual points in that data set.

e Standard Deviation (most common measure) or Variance is a measure
of how spread out the data is.

« Image

Procesed Cray SCale Poesss Image
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FIGURE 2. The values 0 corresponds to black and 255 to white.

e [t is important to know that Variance and Standard Deviation only
operate in one dimension. Many data sets have more than one dimension,
and the aim of the statistical analysis of these data sets is usually to identify
if there is any relationship between the dimensions. Therefore, it is useful
to have a measure of findings showing how much the dimensions vary from
the mean with respect to each other. Note: the covariance is measured

between multiple dimensions. For example, looking at a data set (x,v, 2),



vou could measure the covariance between x and y, x and z, as well as, y
and =z dimensions. Furthermore, if vou measure the covariance between
and x. y and g, and, z and z dimensions, the results would be the variance
of the #,y, and z dimensions. The [ornmla for variance iz very similar to

the formula for covariance (See below):

: X, — X2 g . . . .
P z“—}”fl) , % is the usual symbol for variance of a sample

vy e G- XNX-XD
var( X} )

.expanded the square term to show both parts

i) (XK= XY =Y
(n—1)

, notice the second set of bracketls, the X's

cov{X,Y) —

are replaced with ¥'s (where X and Y are random variables)

Basically, these formulas state that for cach data iterm, multiply the dif-
ference between the value r and the mean of z. by the dilference belween
the y value and the mean of . Then, add all these up and divide by (n—1).
Let us next examine two dimensional data from a class of Intermediate Al-
gebra students. Specifically, how many hours in total they spent studying
for a chapter test and the grade they received. In our example, the firsl
dimension is H, the hours studied and the second dimension is & or the
grade cach student received. Now let us calculate the covariance between
the number of study hours (H) and the grade cach student received () as

represented in Lhe following table:

G



Hours | Grade | X — X |V =V [ (X — X) (Y - Y

5t 60 -5 -14 11.2

T 90 1.2 16 19.2

2 10 -3.8 -31 129.20

cov(H,G) =

D 80 -5 6 -4.8

10 100 4.2 26 109.2

29 370 264

3.8 71 66

Table A. Covariance Table Hours vs Grade

Fxamining the results of the above table, the value is positive as indicated
by both dimensions increasing together and shows that the hours increase
while the grades increase as well, Conversely, if the value is negative, then
one dimengion increases while the other decreases. In short, the hours of
study inereases while the grade decreases. Note: A zero indicated in the
two dimengion exanmiple are independent of cach other. "This method will
be illusirated later because of the informalion associated with our images
is difficult to visualize at this point.

e Covariance Matrix cnables us to interpret the covariance of multiple
dimensional data, V. The delinition of the covariance matrix for a set of

data with N dimensions is as lollows:



Con) — Cov{ Dimg, Dimg), where CY ig 2 matrix with n rows and n

colutmns and Dim.,. is the 2y, dimension.

In standard English, a N-dimensional data set forms a square matrix of
n rows and colunns. Fach entry in the matrix is the result of caleulating

the covariance (scaller) helween (wo separale dimensions.

cov(e,x) cov(x.y) cov(x.z)

C cov(y,x) cov(y.y) couly, 2)

cov(z,x) cov(zy) cov(z. s)

This represents a covariance matrix for an imaginary three-dimensional
data set, using the usual dimensions @, y, and . Notice down the main
diagonal, the covariance value is belween one ol the dimensions and itsell.
Also, since cov(x,y) — cov{y, 2}, the matrix is symmetrical about the main
diagonal.

The correlation matrix of & random variables, o, ....x, is the n x n
malrix with (4. j)-th enlry equal to corr(z:,. x;). I the measures ol corre-
lation used are product-moment, coefficients, then the correlation matrix is
the same as the covariance matrix of the standardized random variables
wifa(x;) for © = 1,...,n. This applics to both the matrix of population

correlalions (in which case o is the population standard deviation), and to



the matrix of sample correlations (in which case o denotes the sample stan-
dard deviation). Consequently, cach is necessarily a positive semi-delinite
niatrix.

The correlation matrix is symmelric hecause Lhe correlation belween x;
and x; is the same as the correlation between x; and x,.[14]

Definition. Let A be a square matrix. A non-zero vector € s called an
eigenvector of A if and only if there exists a number (real or complex}A

such that

AC = AC

Il such a number A exists, it is called an eigenvalue of A. The vector €' is
called eigenvector associated to the eigenvalue A. [13]

An Figenvector is a non-null vector whose direction is unchanged by that
transformation.|13] Kigenvectors are a special case of matrix multiplication.
Observe thal by multiplying two malrices can only be done if they are of

compatible sizes. Now, let’s consider a non-eigenvector:

2 3 1 11
x — . note the resulting vector is not a multiple of

the original vector.

In the next example, the resulting vector is exactly 4 times the original

veclor:



2 3 £ 24 £

6
In particular, hecause the vector is a vector in two-dimensional
al

space and repregents an arrow pointing from the origin (0,0} to the point
(6.4). The other matrix, 2 x 2, is a transformation matrix. We know that by
multiplying on the left of a vector, 2 x 1, the resulting matrix is a vector that
is transformed [rom ils original position. Ligenvectors are derived [rom this
transformation approach. Bagically, if there was a vector on the line repre-
scuted by ¢ = . its reaction would be itself. This vecetor and all multiples
of it (length does not matter) would be an eigenvector of that transforma-
tion matrix. Moreover, eigenvectors can only be [ound [or square mairices.
However, not every square matrix has eigenvectors. Another property of
cigenvectors is that given an ¥ x & matrix that has cigenvectors, there are
N of them. For example, with a 1 x 4 matrix, there are 4 cigenvectors.
Also, an eigenvector properly can be seen when you scale a veclor by some
amount (making it longer} but do not change its direction. Lastly, all the
cigenvectors of a syminetric matrix are perpendicular. In other words, it is
orthogonal no matter how many dimensions you have. Basically, the data

will be expressed in terms of perpendicular eigenveclors(instead ol # and

10



y axes). Because the length of a vector does not affect whether it is an
cigenvector or not (whereas the direction doces). we are going to scale the
cigenvector to make it have a length of 1. Because of this, all cigenvectors
will have the same lengih. For small matrices (no bigger than 3 x 3), the
above process is fairly easy. For large matrices, because of its complexity,

this process will be done within a MatLab program.

o An eigenveclor’s eigenvalue iz the scale [aclor thatl has been mulli-
plied as in the previous example. In the example, the value was 4
which is the cigenvalue associated with that ecigenvector. In simple
terms, no matter what multiple of the cigenvector we took before
we multiplied it by the square malrix. we would always get 4 times

the scaled vector as the result.

2.3. Background and Detail Description of Experiment. This ap-
proach uses a general, two-dimensional pattern of the face for recognition.
The rescarch of Turk and Pentland |1] suggests that an algorithm treats
the [ace recognilion problem as a two-dimensional problem, which agsumes
that most faces are seen under similar conditions. In this approach, images
of known faces are compared to those of unknown faces and whether the
face matches one of the known faces, is a new face or not a tace at all. To

conducl analysig and comparison tests we used the AT&T database which



consists of a total of 400 faces. This particular face database consists of 10
sample images from cach of te 40 subjects. The 20 images within the test
sct will be alternated after 10 recognition trails to establish how robust our
program is. Rather than store all {he image information of the entire sel
of known faces, only the eigenfaces will be stored. These are the eigenvec-
tors of the sct of faces. The cigenfaces/eigenvectors combined make up a
face space and cach new face from the test set is projected onto this faces-
pace. The eigenlace lechnique is a powerlul solution to the [ace recognition
dilemma. It is the most intuitive way to classify a face. The eigenface
technique uses more information by classifying faces based on general facial
patterns. These patterns include, but are not limited to, the special features
ol the [ace. By using more information. eigenface analysis is naturally more
effective than feature-hased face recognition. Figenfaces are fundamentally
nothing more than basis vectors for real faces. As will be seen later, it is
important Lo discuss Lests which will attempt to see whether this algorithm
breaks down. Moreover, [ace recognition reliability is complicaled as a re-
sult of varving degrees of obscured known faces, illumination, translation
of images and resolution changes. All these factors and conditions will be
tested. The below table summaries can be used as a quick relerence [or the

terms and symbols being used in the calculations [rom this point:



Symbol

Mcaning

S The number of sample images in our face database.
€ The number of eigenfaces to be generated. e < 5. T'weaking this
number an generated differences in performance
Iv...1I, The sample images as column vectors. The size of each vector is
{exy) times 1, ........,x pixels width, y pixels length
A The average image found from each sample image. (Same size as the
sample images}.
D..D, The difference vectors between each sample image and the average
image. {Column vectors, saine size)
V The matrix ol @ vectors
Al A These are the eigenvalues of the VX'V and VV?'. The value of ¢
depends on the number of eigenfaces desired....(1)
Xi... X, These are the cigenvectors that correspond (o the cigenvalues. (exl)
TR - T The eigenfaces/vectors that are generated from the sample images.

The eigenvectors of VV? matrix. And each corresponds to the eigen-

values ¢1....¢.. (Column vectors, same size)

M = [my....ime]

The malrix of cigenlaces. When projecting and recovering images 1o

and from the facespace, the caleulations are casier.

M = {70}

The weighted vectors after the projection into facespace. Each h.is
a positive or negative scalar such that each is multiplied by its cor-
responding eigenface and all are added together which produces the

original image,

TaBLE 1. All Symbols and its associated meanings

12]
13




3. METHODOLOGY

3.1. Data and Methodology lmages. First, we needed to collect a set
ol [ace images and therefore ohlained 400 [ace images [rom the AT& T
database. These face images become our database of known faces. We will
later determine whether or not an unknown face matches any of these known
[aces. All [ace images must be the same size in pixels and., [or our purposes,
they must be gray-scale, with values ranging [rom 0 to 255, Each lace image
is converted into a vector [y g of length I°, P — imagewidth « imageheight.
The most useful face sets have multiple images per person. This sharply
increases accuracy, due to the increased information available on each known
individual. We will call our collection ol [aces the (raining sel ([aces).
PCA will be used to construct a low-dimensional linear subspace that.
best explains the variation in the set of face images. All images are gray-
scaled [aces and il nol, MatLaly converls them to gray scale [or our analysis.
They are in PGM file formal. which we used MatLab to read the files in

and do the conversion.

lmage 1 Mixel 1

lmage 2 Pixel 1

Image 3 Pixel 1

lmage 5 PPixel 1

lmage 1 Mixel 2

lmage 5 Pixel 2

Image 1 Pixel 3

Image 8 Pixel 3

Image 1 Pixel P

Image 5 Pixel P

Table 2. Picture 1o Matrix conversion [15]




Note: For example, if each image is an 2066 x 256 pixels: then I’ is 65536.
Here we are working with two dimensions because the matrix can become
too large and complex very quickly. Each sample image will be referred to as

I, where n indicates thal we are dealing with n*

sample image (1 < n < 5).
Each image in the sample set will be represented as a linear combination of
the cigenfaces. The number of possible cigenfaces is equal to the number
of face images in the sample set. The method used will make it possible
Lo approximale the [aces using only the best eigenfaces or basically. the

eigenfaces that account for the most variation.

0

3.2, Calculate the Average Face. DBelore finding Lhe eigenfaces, we need

Lo calculale the average [ace, A, as [ollows:

5
A— ls Yol

Here § is the number of faces in our face database. This is done by
nerging all the columns into a single columm and thus, adding all images
columns pixel-by-pixel or row-hy-row and then divide by S total images.

The below malrix conlains the mean pixels:

13



Mean Image Pixel 1

Mean Image Pixel 2

Mean Image Pixel 3

Mean Image Pixel P

Table 3. The mean pixels per column [15]

FIGURE 3. An image of an average face from the AT& T face database.

3.3. Generate the Difference Faces. The next step is to calculate the
difference faces by subtracting the average, in other words, the mean face
from each sample image.
15,?, 1 ,:—A, 1<n<58§
Where D,, represents the n™ with the mean subtracted from it and I, the

eigenvectors. Moreover, this produces a data set whose mean is zero. Later

16



in the process, we use these differences to compute a covariance matrix V
for our data sct. Recall from above, the covarlance between two sets of
data reveals how much the sets correlate. In other words, the intensity

relationships between the lwo sets can be analyzed using the covariance.

3.4. Calculate the Eigenfaces. The eigenfaces that we arve looking for
are simply the eigenvectors of V. However, since V is of dimension {°
(the nuinber of pixels in our images), solving for the eigenfaces, gets very
complicated very quickly. In fact, eigenlace face recognition would not be
possible if we had to do this. This is where the fascination behind the
cigenface systemn happens.  Based on the statistical technique discussed
above, known as Principal Component Analysis (PCA), we can reduce the
number of eigenvectors for our covariance malrix [rom P (the number of
pixels in our image) to S (the number of images in our dataset). This is
extremely important.  We can solve for these cigenvectors by taking the
cigenvectors of a new S x S matrix. Because of the following linear algebra,
by using the exacl procedure above, we can calculate the covariance hel ween
two data sets. Therefore, the covariance matrix ' is defined hy VV7,
where V' = |l§1,152,ljg. .......... l)f_c;[.tha.t is the coluimms of the Vonatrix are
formed by the different faces . and from lincar algebra, ¢ = V7 The

dimensions of V are {(z,y) x S). where x and y are the size ol the sample



images and S is the number of sample images. Also, the dimensions of V*
arc § x (z,y), and again, where x and y arc the size of the sample images
and S is the number of sample images. Shown below, the cigenvectors can
be [ound by considering the linear combinations of the eigenvectors of
Vi) Visatrany — Visutea Vienmns) . recalling linear algebra
the right-side dimensions are (S x 8). the dimensions of the new matrix.
To lind the cigenvectors of the new matrix, s, these vectors are the

eigenlaces generated [rom the sample images, S. We will define them as

follows:

i — 5 DiXae
“ Ve
Where e is an cigenvector of V/ 'I/T7t]'](‘, new matrix, M = |my, ma, .on.|.

As previously slated. we have summed up all the diflerent [aces, mulliplying
each by the first value of the ey, eigenvector of the V'V {which is X,). The
numecrator is then divided by the square root of the ¢y, cigenvalue, which
corresponds to the VTV anatrix. By using principle component analysis
(later, PCA which will be discussed in detail) on the set of large vectors,
the result is a set of M orthonormal vectors and their associated eigenvalues
A, which best deseribes the spread of the data in the P-dimensional space.
Note: Only A —e cigenfaces arce actually needed to produce a complete basis

for the [acespace (sample). where e is the number of unique individuals in



FIGURE 4. The top 64 eigenfaces of the AT&T face database.

the set of known faces. Ultimately, we can get an acceptable reconstruction
of the image using only a few eigenfaces (M), where M" usually ranges
anywhere from 1M to 2M. These correspond to the vectors with the
highest eigenvalues and represent the most variance within face space. Also,
these eigenfaces provide a small yet powerful basis for facespace.

Note that the first eigenvector accounts for 50% of the variance in the
data set, while the first 20 eigenvectors together account for just over 85%.
Also, the first 30 eigenvectors account for 90%. During investigation, in-

creasing the number of eigenvectors generally increases recognition accuracy

19



but also increases computational costs. However, using too many prinei-
pal components does not necessarily always lead to higher accuracy sinee
we eventually reach a point of diminishing returns. The ideal number of
eigenveclors (o retain will depend on the application and the data sel bul
in general, a size that captures around 90% of the variance is usually a rea-
sonable trade-oft. Now that the basis vectors for the facespace have been

constructed, projecting the faces into facespace is next.

3.5. Project training data into face-space. 'lo project cach training
image I onto subspace spanned by principal components is represented as

follows:

TR I L i TP e — mi (I — A)....... 7113(1?5 — A)

Basically. this means the vector of weights is [ound by nmltiplying the
transpose of Af, where AM™ is calculated by letting each eigenface form a
column of the matrix . This is accomplished by a vector that is found by
subtracting the average face image A, a column vector, from a sample or
test image. Ts.which is a column vector as well. Using only a weighted sum
of these eigenfaces. it is possible to reconstruct each face in the dataset.
In swimmary, any human face can be considered to be a combination of
these standard faces or the standardized face ingredients. As above, one’s

face may be composed of the average face plus 10% {rom eigenface. 1. HH%,

20



from eigenface, 2, and even -3% from eigenface 3. Remarkably, it does not
take many combined eigenfaces to achieve a fair approximation of most
faces. Because the basis faces where found through PCA, it is possible to
reconstruct an original face image from the known eigenfaces weights (see

figure) on the face space (see below).

FI1GURE 5. The reconstruction of an original face.

Let I’ be the recovered face:

F e a1 A

LY —

Basically this illustrates adding the weighted eigenfaces m,, together and
then reintroducing the average face vector. Note I is still in column vector
form after this reconstruction and therefore must be converted to a nor-
mal image. Now to identify a new image, the process becomes a pattern
recognition task. The new image is not one of the 400 images in the sample
space. Here we will measure the differences between the new images and
the original images. This will be done by using the new axes derived from
the PCA analysis (eigenfaces). Here the PCA analysis gives us the original

images in terms of the differences and similarities between then.

21



Principal Components Analysis (IPCA) is a way of identifving patterns
in data as well as distinguishing certain characteristics of the data (i.c.
similaritics and differences). The Principal Component can be thought of
as the sel ol features which together characlerize the variations ol intensity
in respect to sample points of different face images. Each image location
contributes more or less to cach principal component, so that the latter
can be displayed as what may be referred to as a ghostly face called an

eigenface. Some of the assumptions and limitations of PCA are as {ollows:

o Limited to re-expressing the data as a linear combination of its basis
VOoCLors.,

e Simple and non-parametric, meaning it is very generie and does not
depend on the input.

e [’rincipal components are orthogonal.

o Mcan and variances are sullicient.

e [ general, PCA is used to describe a large dimensional space with

a relatively small sel of vectors. To restale in another way. the data
can be compressed by reducing the number of dimensions without
much loss of information. PCA is a popular technique for (inding
patterns in data of high dimension, as well as expressing the data

in such a way as to highlight their similarities and dillerences. It is
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commonly used in face and tumor recognition, image compression,
as well as a range of other applications. PCA is applicable to face
recognition because face images are usually very similar to each
other (relative to images of non-faces) and clearly share the same
general pattern and structure. PCA tells us that since we have only
M images, we have only M non-trivial eigenvectors.

« Basically, PCA analysis has identified the statistical patterns in the
data. The eigenfaces spans a S dimensional subspace of the original
S* image space. The S significant eigenvectors of the M matrix are
chosen as those with the largest associated eigenvalues.
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FIGURE 6. Face space containing face images and its feature vector

A face image can be approximately reconstructed on the face space by using

its feature vector and the eigenfaces. The face image under consideration
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is rebuilt by adding each eigenface with a contribution ot M, to the average
of the sample set images. The degree of the (it or the rebuild error ratio
can be expressed by means of the Buclidean distance between the original
and the reconstructed face image:

o —ah . .
”Qu—)l'” rehuild error ratio
The rebuild error ratio increases as the training sct members differ dra-
matically fromn cach other. Next, the members differ from each other where

the average [ace image hecomes more diluted and thus increases the rebuild

error ratio.

3.6. Evaluate a project test element. Lets take a new image from our
training sct and trausform it into cigenface components (projected onto
facespaces) by the above process mig....... We lor e — L. S’ The weights
form the helow vector:

) 1

= [-ﬁ‘i,frﬁ,g ........... Mg

This is the contribution of cach cigenface in representing the new face
image and trealing Lhe eigenfaces as a basis sel for the face images. This
vector is then used in the standard pattern recognition algorithm to find
which of a number of predetermined faces, if any, best desceribes the face.

The algorithin proposed by Turk and Pentland [1] makes a distinetion be-

Lween a [ace class and a [ace image. A face class consists of the collection of



face images belonging to an individual. Because a face class contains more
than one image ¢, most reliable recognition can be caleulated by averaging
the results of the cigenface representation over a small number of face im-
ages (as [ew ag one) for each individual. Basically, this is calculaled as the
average of the weights obtained when projecting each image of a class 1.
Classilication is performed by comparing the vectors of 8, sample sct, with
¢7, the new face image. ‘This comparison is based on the Buclidean dis-
Lance between (he two members/images (o be smaller than the user-defined
threshold ..

[lo—3k |
Te.] = fe

If the comparison falls within the user defined threshold, then the new
face is classilied ag known. If not within the threshold, it is classilied as
unknown and can be added (o [ace library with its corresponding vector
for later use. This process makes the face recognition process a learning

system capable of recognizing new face images.

1. COMPARISON

4.1. Eigenfaces to Random projection. PCA has been very popular
with face recognition, cspecially with the development of the method of
cigenfaces. In this section, we evaluate the PCA cigenface for face recogni-

tion by conducting a number ol experiments using diflerent scenarios and
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several data sets. As stated above we congidered the AT& T popular face
database in this study. In cach experiment we divided the database under
experimentation into two subsets: training, test, and a test image from the
test set. The training sel provided a comparizon/base sel. We performed a
nwmber of experiments using two different procedures for evaluating recog-
nition (1) nearest match and (2) most cflicient method.

Randomly sclecting a test Iimage, the nearest mateh approach performs
recognilions by finding the nearest face [rom the training set. Recognition
accuracy is computed as the ratio of the faces recognized correctly from
the training sct over the total number of faces in the training set. Also. to
account for instabilitics in the performance of random projection (RP) due
Lo the random nature of the projection matrix, the recognition performance
reported for RI” is the average over 200 different RI’s (6 trails).[16]

Given a test face, the eflicient method retrieves the faster of the two
techniques, PCA and RP using the training set. We compule the (ime il
lakes [or each lest [ace, thal is. the ratio of the lime is takes [or the [ace
images retrieved from the training set that belong to the same person as
in the test set, over the total time it takes for the total number of hinages
stored in the training sel for that person. Recognition accuracy is computed
by averaging the recall rates for the images [rom the test sel. In the case

of RP, we report again the average of over 100 different RPs to account.
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for instabilities in the performance of RI* due to the random nature of the
projection matrix.

We have evaluated and compared PCA with RP by varying the number
of dimension (eigenface) ag well as the nmumber of images per subject in
the training set. Also, we experimented with varying the identity of the
subjects in the training and test sets. It should be noted that this has an
affect only on the performance of PCA and henee, RP is independent of the

test sel. Now, we explain our experiments and resulls in more detail.

5. RESULTS

5.1. Computer Program Aid. Matlab is used to create and analyze a
very simple implementation of cigenfaces face recognition.  Recall from
above that PCA is the transformation of a mummber of correlated variables
into a smaller number of uncorrelated variables. PCA can best be com-
pared to how Fourier analysis is used to decompose a signal into a sct of
additive orthogonal sinusoids of varying frequencics.  Basically, PCA de-
composes an image (signal) into a set of additive orthogonal hasis vectors
or eigenvectors. One major difference is that Iourier analysis uses a fixed
sct of basis functions. The PCA basis vectors are learned from the data
sct via unsupervised training. In this research, PCA is applied to the task

ol face recognition by converting the pixels of an image into a number of



eigenface feature vectors, which is then compared to measure the similavity
of other face images within the database.

Recall that the faces are obtained from the AT&'T database. The [irst
step is Lo load the training images inlo Mallab. Several requirements are

noted as follows:

o Grevscale images with a congistent resolution - All images are black
and white pictures. If not, each color image is converted to greyscale.

o Aligned based on facial features - Faces are froutal and well-aligned
on [acial features such as the eyes, nose and mouth.

o Recall that each image is converted into a column vector and then
the images are loaded into a matrix of size (p x s), where p is the

nuniber of pixels in cach image and s 1s the total number of images.

Next, the program completes the below steps required by the training face

recognition for calculating the mean of the inpul [ace images as follows:

e Subtract the mean from the input images to obtain the mean-shifted
images

o Calculate the eigenvectors and eigenvalues of the mean-shifted im-
ages{correlation matrix)

e Order the cigenvectors by their corresponding cigenvalues, in de-

creaging order



e Retain only the eigenvectors with the largest eigenvalues {the prin-
cipal components)
e Project the mean-shifted images into the cigenspace using the re-

tained eigenvectors

Ag previously stated, once the face images have been projected into the
cigenspace, the similarity between any pair of face images can be calculated
by [inding the Buclidean distance between their corresponding feature vee-
tors and; such thal the smaller the distance belween the lealure veclors. the
more similar the faces. Next, we define a simple similarity score based on
the inverse Fuclidean distance. Now, i order to perform face recognition,
the shmilarity score Is caleulated hetween a test face image and each of the
training images. The malched [ace is the one with the highest similarity,
and the magnitude of the similarity score indicates the confidence of the
match (with a unit value indicating an exact match). Morcover, to detect
cases where no matcehing face exists in the training set; a minimum thresh-
old [or the similarity score is established (o ignore any matches helow {his
minimum score.

The most sign _i(f‘.ﬁl.l'l computer proeram challenges faced meluded:
I'l t signilicant t graim challenges faced meluded

o Making the program user friendly

e Synlax errors(the right command (o use [or desired results)
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Compatibility

Importing images

e Normalizing cach image (c.g. size)

Variely ol images

Needless to say, several books and websites were used to build the program

from the ground up. The link to the files is located below:

http:/ /student.csuci.edu/ mattie.jones260,/Computer(Graphicspage.html or

http:/ /www.adrive.com/public/62f0ed 30d2aaf27 9e1 3100e4340263h1 724 3190603 0cdfc 326 TecTH 5athbdes. ht ml

e Save file (o main C drive. Il renaming is applicable, please [ollow
these steps:

e Go to thesis/face recognition folder

e Open loadgatabasey file

e Change the letter drive in the code

e Repeat loadgatabasey-2Loadgatabaser Loadatabaser1

e Rename files

o Move Lo lolders files

Now, we test PCA and RP using the nearest match approach.  Given
a test inage from the test set; we built a low-dimensional space using the

images [rom the training sel. We used the same procedure [or RP (o projecl


http://student.csuci.edu/
http://www.adrive.com/public/62f0ed30d2aaf279e13f00e434c263b172431905030cdfc3267cc7945afbb3ee.html
http://www.adrive.com/public/62f0ed30d2aaf279e13f00e434c263b172431905030cdfc3267cc7945afbb3ee.html

a test image from the test set in a random, low-dimensional, space using
the following algorithm:
(1) Compute the average [ace:
V= L)3-.'2 =1, MLl
M ’ ’
whete, M iz the number of face images in the (raining set.
(2) Subtract the mean face from each other face:

O, T,

(3) Generate the random matrix using the algorithm|7]
(1) Project the normalized face iimages in the random subspace:

Facl face in the training set is then represented by the coellicients of
projection =;.[7] Note during recognition, the input [ace is normalized the
same way and projected in the same random space. Hence, the face is
recognized by comparing its projections to the projections of the training
images, using a similarity-based procedure (standard deviation).

This algorithm is similar (o the eigenface approach excepl that the pro-
jection matrix is computed randomly instead of applving PCA on the sam-
ple covariance matrix of the data. There were no problems that came up
during the study. The only change that should have been done is to add

more detail by providing diflerent [acial views. Also, il would have been



an improvement to have a larger data set to work with. In conclusion, this
study conlirms that measuring and analysing facial features is used to ree-
ognizing a person’s face by comparing facial structure to that of a known
person. With clean and normalized dala, this type ol analysis was accom-
plished with a linear combination statistical model. Solving problems and
imterpreting data is getting more sophisticated and user-friendly with time.
MatlLab is an analytical tool that gives meaning to nwmbers and creates
usell models 1o be used again and again, For each experiment, we varied
the mumber of dimensions and reported the recognition accuracy using the
nearcst and most ellicient procedurc.

We liave performed two types of experiments: (a) the test set contains
images of the same subjects as in the training set, and (b) the (est and
training sets contain different subjects. Note that the second scenario is
more realistic when we do not have a representative set of images for the
lraining sel. DBecause ol the nature ol eigenlaces, we would need Lo use
images of other subjects to creale a representalive test sel and compule the
elgenspace.

The below charts show the results assuming subjects with the same iden-

Lity both in the (raining and Lest sel. while fisures show the case of subject



having different identity. In both cases, the training set consists of 9 im-
ages from each subject (totalling 360) and the test set is comprised of 40

randomly selected images from the training set.

Test Set with Same Subjects as in the Training Set
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Test Set with Different Subjects as in the Training Set
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FIGURE 10. Note: The higher dimensions/eigenfaces per-

form better using the PCA method.

The images in the test set were changed and replaced for each run of the
simulation. While in the second case, we built the test set from distinctly
different images not in the training set. In part of the experiment, we varied

the number of images per subject in the training set to test the sensitivity
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of each method. We tested 4 images from each subject and then one image
from cach suhject. The results shown helow are consistent with previous
studics in several ways:

PCA in general performs heller when the identity of the subjects in the
training set is the same to the identity of the subjects in the training set.[7]

Comparing PCA with RP, our results show that RP compares favorably
with PCA for moderate or higher number of dimensions. The difference
in perlormance becomes smaller and smaller as the number of dimensions
Increases.

It is ohbvious that by using the same subjects in the training set as in the
test set are more interesting. Because RP is data independent and PCA is
data dependent, il seems to do slightly better than PCA [or higher dimen-
sions. Overall, hoth seem to have very close performance and are affected
by the number of images per subject in the training set. Basically, as the
number ol images per subject in the training set decreases; the performance
also decreases. Moreover, using diflerent subjecis in the training sel [rom
the test set, shows results that are quite consistent with known research.
RP scems to be doing better than PCA using much higher dimensions.

In this sel of experiments, we lest PCA and RP using how long it lakes
each algorithm {o render a known match. The accuracy ol recognition

was considered in the nearest match caleulations. When the subjects in the



training and test sets have the same identity were examined, both procedure
types of experiments: nearcst and speed methods; were consistent with the
rescarch, depending on the number of dimensions depicting the eflicicney of
the method. RP performed consistently beller because ol the complexity

of the algorithm,

6. CONCLUSION anp RECOMMENDATION

We have analyzed the PCA melhod ol [ace recognition as well as pre-
sented an experimental study to evaluate PCA for face recognition with a
more state of the art methodoelogy, randont projection. Our results indicate
that PCA compares favorably to RP, especially when using clliciency as a
experiment and nearest match, which uses the ralio discussed earlier.

Our results also show that RP is much faster to computer analysis and
the data more independent which might be important factors to consider in
a face recognition application. For future rescarcl, we plan to investigate
more systematically the use of ensembles of RPs [or [ace recognition. Also
we plan to investigate much larger ensembles as well as more powerful com-
bination rules such as those presented i various articles and rescarch. |7

Another interest would be to perform comparisons with more powerful di-

mensionality reduclion technicues such as LDA and ICSA.



[#]

[9]

REFERENCLES

M.A. Tunk axDp AL’ PENTLAND Higenfaces for Recognition, Jowrnal of Cogni-
tive Nerosciences, Volume 3, Number 1, Nov 27, 2002

DiMITRI PISSARENKG, Ligenface-based facial recognition, Dec 1, 2002

T.T. SMTTH, A Tutorial on principal component. analyses, Fel 2002

M.A. Turk ann AP, PENTLAND, Face recognition using eigenfaces, Proc.
CVIPR, pp 586-591. IEEE, June 1991

ILKER ATALAYace recognition using Figenfaces, January 1996

P.N. BeLuvMeur, J P, Hespaniia, anD D.J. KRIEGMAN, Bigenfaces vs, I'isher-
[aces: Recognition Using Class Specific Tinear Projeclion, Buropean Conf. Computer
Viszon1996, pp. AH-hH8

NAVIN GOEL, GEORGE BEBIS, AND ARA NEFIAN, Face Recognition Experiment
with Random Projection, Jamary 1982,

ATT T'act DaTtapastligenfaces for Recognition,Jowrnul of Cogrilive Nervo-
sciences,Volume 3, Number 1, Nov 27, 2002

FIGENFACER, http://en.wikipedia.org/wiki/Eigenface

[10] ATON, HOWARD, Elementary linear algebra, 6 th ed., Feb 1092

[11] W. Zuao, R. CucLLaPpa, P.J. PIILLIPS, AND A. ROSENFIELD, [Face recognition:

A literature survey, ACM Computing Surveys, pp 33(4):399-458. December 2003

[12] CHrisTOPHER BUkrNns AND Ryan MorrLoxk A Comparison of Face Recognition

Methods, May 2002

[13] EIGENVALUES, http://en wikipedia.org/wiki/eigenvalue vectors

[14] C'ORRELATION, http://en wikipedia.org/wiki/correlation matrix

[15] Tmacks, hitp:/ /en.wikipedia.org/wiki/images

=


http://en.wikipedia.org/wiki/Eigenface
http://en.wikipedia.org/wiki/eigenvalue
http://en.wikipedia.org/wiki/correlation
http://en.wikipedia.org/wiki/images

[16] E. BRIGHAM AND H. MANINILA, Random projection in dimensionality reduction
application to image and text data, Internclional Conference on Knowledye Discovery
and Data Mining, pp. 245-230, 2001,

[17] T, AcHriorras Database (riendly random projection, ACM. Symposium on the
Principles of Database Systems,pp. 271-281, 2001

[18] 8. DasaurpTa Experiments with random projection, Uncertainty in Aréificial Intel-

kyence, 2000

25
fo'a)



