
Brain Computer Interfaces 

Emotional State Detection 

(E E G Pattern Recognition) 

A Thesis Presented to 

The Faculty of the Computer Science Program 

California State University Channel Islands 

In (Partial) Fulfillment 

of the Requi rements for the Degree 

Masters of Science in Computer Sc ience 

By 

Atena Reyhani Shahrestani 

April 2013 



copyright 2013 
Atena Reyhani Shahrestani 
ALL RIGHTS RESERVED 

APPROVED FOR THE COMPUTER SCIENCE PROGRAM 



Master Thesis by Atena Reyhani Shahrestani 

Advisor: Doctor Andrzej Bieszczad Date 4/12/2013 

Doctor Peter Smith Date 4/12/2013 

Doctor Richard Wasniowski Date 4/12/2013 

APPROVED FOR THE UNIVERSITY 

Doctor Gary Berg Date 4/12/2013 



Non-Exclusive Distribution License 

In order for California State University Channel Islands (C S U C I) to reproduce, translate and 
distribute your submission worldwide through the C S U C I Institutional Repository, your agreement to 
the following terms is necessary. The authors retain any copyright currently on the item as well as 
the ability to submit the item to publishers or other repositories. 

By signing and submitting this license, you (the authors or copyright owner) grants to C S U C I the 
nonexclusive right to reproduce, translate (as defined below), and/or distribute your submission 
(including the abstract) worldwide in print and electronic format and in any medium, including but not 
limited to audio or video. 

You agree that C S U C I may, without changing the content, translate the submission to any medium 
or format for the purpose of preservation. 

You also agree that C S U C I may keep more than one copy of this submission for purposes of 
security, backup and preservation. 

You represent that the submission is your original work, and that you have the right to grant the 
rights contained in this license. You also represent that your submission does not, to the best of 
your knowledge, infringe upon anyone's copyright. You also represent and warrant that the 
submission contains no libelous or other unlawful matter and makes no improper invasion of the 
privacy of any other person. 

If the submission contains material for which you do not hold copyright, you represent that you have 
obtained the unrestricted permission of the copyright owner to grant C S U C I the rights required by 
this license, and that such third party owned material is clearly identified and acknowledged within 
the text or content of the submission. You take full responsibility to obtain permission to use any 
material that is not your own. This permission must be granted to you before you sign this form. 

IF THE SUBMISSION IS BASED UPON WORK THAT HAS BEEN SPONSORED OR SUPPORTED 
BY AN AGENCY OR ORGANIZATION OTHER THAN CSUCI, YOU REPRESENT THAT YOU 
HAVE FULFILLED ANY RIGHT OF REVIEW OR OTHER OBLIGATIONS REQUIRED BY SUCH 
CONTRACT OR AGREEMENT. 

The C S U C I Institutional Repository will clearly identify your names as the authors or owners of 
the submission, and will not make any alteration, other than as allowed by this license, to your 
submission. 

Title of Item: Brain Computer Interfaces, Emotional State Detection 

3 to 5 keywords or phrases to describe the item: E E G Pattern Recognition 

A u t h o r s N a m e (Print): Atena Reyhani Sharestani 

Authors Signature Date 

This is a permitted, modified version of the Non-exclusive Distribution 
License from M I T Libraries and the University of Kansas. 



4 

Emotional State Detection 

(E E G Pattern Recognition) 

By 
Atena Reyhani Shahrestani 

Computer Science Program 
California State University Channel Islands 

Abstract 

Emotional S t a t e detect ion is a project for classifying brain w a v e s into different 
emotional c l a s s e s . In particular, E E G (Elec t roencepha logram) classification involves the 
ca t egor i e s of h igh arousal , low arousal , positive, and nega t ive s t a t es . In this thesis , severa l 
classification m e t h o d s a r e explored and t es ted on brain w a v e s which a r e recorded under a 
superv i sed condition in order to p r e s e n t the bes t classification method for this particular 
problem. This project is not making any s t a t e m e n t abou t Psychology but it is exploring 
m e t h o d s for approach ing such da ta from C o m p u t e r S c i e n c e perspect ive . Thus , the 
following d o c u m e n t p r e s e n t s the p r o c e s s of da t a collection, da t a ana lys is through n u m e r o u s 
solutions, and finally e v a l u a t e s t he resul ts obta ined from var ious classification s t ra tegies . 
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F i g u r e 5 point 4 6 : I n c r e m e n t a l L e a r n i n g A l g o r i t h m 7 1 

F i g u r e 5 point 4 7 : B a t c h L e a r n i n g A l g o r i t h m 7 1 

F i g u r e 5 point 4 8 : C a l c u l a t e d O u t p u t versus D e s i r e d O u t p u t a f t e r B a t c h l e a r n i n g A l g o r i t h m 7 2 

F i g u r e 5 point 4 9 : C o m p a r i s o n b e t w e e n d i f f e r e n t s e t t i n g s , a n d a l g o r i t h m f o r b a t c h l e a r n i n g 7 3 

F i g u r e 5 point 5 0 : C o m p a r i s o n of M S E D u r i n g B a t c h L e a r n i n g w i t h d i f f e r e n t s t e p f a c t o r 7 3 

F i g u r e 5 point 5 1 : M S E D u r i n g T r a i n i n g of B a t c h L e a r n i n g w i t h s t e p e q u a l t o o n e 7 4 
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F i g u r e 5 point 5 2 : C o m p a r i s o n of M S E D u r i n g T r a i n i n g of L i n e a r L e a r n i n g , a n d B a t c h l e a r n i n g w i t h s t e p e q u a l t o o n e 
7 4 

F i g u r e 5 point 5 3 : L i n e a r E r r o r F u n c t i o n : C o m p a r i s o n of M e a n S q u a r e E r r o r s D u r i n g I n c r e m e n t a l , a n d B a t c h t r a i n i n g A l g o r i t h m 
7 5 

F i g u r e 5 point 5 4 : T a n h E r r o r F u n c t i o n : C o m p a r i s o n of M e a n S q u a r e E r r o r s D u r i n g I n c r e m e n t a l , a n d B a t c h t r a i n i n g A l g o r i t h m 
7 6 

F i g u r e 5 point 5 5 : L i n e a r A c t i v a t i o n F u n c t i o n w i t h B a t c h A l g o r i t h m 7 7 

F i g u r e 5 point 5 6 : L i n e a r A c t i v a t i o n F u n c t i o n w i t h I n c r e m e n t a l A l g o r i t h m 7 8 

F i g u r e 5 point 5 7 : C a l c u l a t e d O u t p u t versus D e s i r e d O u t p u t a f t e r t r a i n i n g in N o r m a l T o p o l o g y , I n c r e m e n t a l A l g o r i t h m , L i n e a r E r r o r 
F u n c t i o n , a n d L i n e a r A c t i v a t i o n F u n c t i o n 7 9 

F i g u r e 5 point 5 8 : S i g m o i d A c t i v a t i o n F u n c t i o n w i t h B a t c h A l g o r i t h m 8 0 

F i g u r e 5 point 5 9 : S i g m o i d A c t i v a t i o n F u n c t i o n w i t h I n c r e m e n t a l A l g o r i t h m 8 0 

F i g u r e 5 point 6 0 : C a l c u l a t e d O u t p u t versus D e s i r e d O u t p u t a f t e r t r a i n i n g in N o r m a l T o p o l o g y , I n c r e m e n t a l A l g o r i t h m , L i n e a r E r r o r 
F u n c t i o n , a n d S i g m o i d A c t i v a t i o n F u n c t i o n 8 1 

F i g u r e 5 point 6 1 : G a u s s i a n A c t i v a t i o n F u n c t i o n w i t h B a t c h A l g o r i t h m 8 2 

F i g u r e 5 point 6 2 : G a u s s i a n A c t i v a t i o n F u n c t i o n w i t h I n c r e m e n t a l A l g o r i t h m 8 2 

F i g u r e 5 point 6 3 : C a l c u l a t e d O u t p u t versus D e s i r e d O u t p u t a f t e r t r a i n i n g in N o r m a l T o p o l o g y , I n c r e m e n t a l A l g o r i t h m , L i n e a r E r r o r 
F u n c t i o n , a n d G a u s s i a n A c t i v a t i o n F u n c t i o n 8 3 

F i g u r e 5 point 6 4 : S i n e A c t i v a t i o n F u n c t i o n w i t h B a t c h A l g o r i t h m in 2 0 0 E p o c h s 8 4 

F i g u r e 5 point 6 5 : S i n e A c t i v a t i o n F u n c t i o n w i t h B a t c h A l g o r i t h m in 1 0 0 0 E p o c h s 8 5 

F i g u r e 5 point 6 6 : S i n e A c t i v a t i o n F u n c t i o n w i t h I n c r e m e n t a l A l g o r i t h m 8 5 

F i g u r e 5 point 6 7 : C a l c u l a t e d O u t p u t versus D e s i r e d O u t p u t a f t e r t r a i n i n g in N o r m a l T o p o l o g y , I n c r e m e n t a l A l g o r i t h m , L i n e a r E r r o r 
F u n c t i o n , a n d S i n e A c t i v a t i o n F u n c t i o n 8 6 

F i g u r e 5 point 6 8 : C o s i n e A c t i v a t i o n F u n c t i o n w i t h B a t c h A l g o r i t h m in 2 0 0 E p o c h s 8 7 

F i g u r e 5 point 6 9 : C o s i n e A c t i v a t i o n F u n c t i o n w i t h B a t c h A l g o r i t h m in 1 0 0 0 E p o c h s 8 8 

F i g u r e 5 point 7 0 C o s i n e A c t i v a t i o n F u n c t i o n w i t h I n c r e m e n t a l A l g o r i t h m 8 8 

F i g u r e 5 point 7 1 : C a l c u l a t e d O u t p u t versus D e s i r e d O u t p u t a f t e r t r a i n i n g in N o r m a l T o p o l o g y , I n c r e m e n t a l A l g o r i t h m , L i n e a r E r r o r 
F u n c t i o n , a n d C o s i n e A c t i v a t i o n F u n c t i o n 8 9 

F i g u r e 5 point 7 2 : C o m p a r i s o n of P e r f o r m a n c e of D i f f e r e n t A c t i v a t i o n F u n c t i o n s 9 0 

F i g u r e 5 point 7 3 : C o m p a r i s o n b e t w e e n B a t c h , a n d I n c r e m e n t a l A l g o r i t h m of D i f f e r e n t A c t i v a t i o n F u n c t i o n s 
9 1 

F i g u r e A p p e n d i x D: C o n t r o l w i n d o w 1 0 7 
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C h a p t e r 1 : I n t r o d u c t i o n 

1 point 1 P ro jec t Overv iew 

This project originally started in the Computer Sc ience department in collaboration with 
the Psychology depar tment at California State University Channel Islands (C S U C I) to determine 
the brain's functionality in order to detect the traits of autism with the use of Emotiv EPOC 
Research Edition S D K. In the process of data analysis and due to the complexity of the 
problem and inconsistency in results, we decided to break it down, first, in order to better 
understand the nature of brain waves genera ted by emotional states, and second, to determine 
the features associa ted with E E G classification of the waves . In addition, due to c o n s e q u e n c e of 
problems dealing with the real-world data for Psychological purposes from Computer Sc ience 
perspective, researching the possibility of dealing with data with such nature w a s critical. 

Due to the complexity of wave pattern recognition, especially E E Gs signals, determining 
the right classification method along with a feature vector suitable for this classification is a 
formidable task. Therefore, the research presented in this document allows for better 
understanding of this kind of problems. Furthermore, it provides guidelines to selecting right 
fea tures and analytical methods suitable for tackling such problems. Identifying the right feature 
s p a c e for brain waves for the classification of complex concepts helps with implementing both 
applications and devices utilizing Brain Computer Interfaces. 

In this project, the brain waves of a number of subjects a re collected during watching 
videos which genera te emotions such a s calmness , happiness, s adness , and annoyance . The 
videos are selected from You Tube and they were a s s u m e d to prompt the emotions in the 
subjects. The selected videos showed satisfactory amount of cor respondence to the emotions 
according to f eedbacks from the subjects. Subsequently, the data are used by a machine 
learning algorithms to construct a pattern classifier that can recognize the emotions a s four 
different categories; namely: positive low arousal, positive high arousal, negative low arousal, 
and negative high arousal emotions. A number of parameters and feature vectors are used to 
determine the best se t s for this problem. 

1.2 Hardware / S o f t w a r e 

For the p u r p o s e of da t a collection an Emotiv Epoc h e a d s e t is u s e d [1]. Emotiv is an 
E E G s c a n n e r with its a ccompany ing so f tware deve lopmen t kit that allows r e s e a r c h e r s to 
cap tu re brain activity and ana lyze it in the context of a s s o c i a t e d cognitive behavior. More 
information abou t the device a n d its functionality is p r e s e n t e d in chap t e r 2 a n d chap t e r 4. 

T h e program written in C plus plus implements the communica t ion be tween the h e a d s e t 
and the Emotiv A P I in order to extract raw E E G da t a [Appendix C]. T h e p r o c e s s of da ta 
collection is illustrated more in chap te r 4. 
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Data ana lys is and artifact removal a r e implemented in a MAT LAB script [Appendix 
A]. In this p rocess , a f e a tu r e vector compat ib le with FANN (Fas t Artificial Neural Network 
Library) [2] format is c rea ted from the resulting raw da t a file of the previous s tep . T h e result 
of the p r o c e s s is s e n t to a n o t h e r program in C in order to c o m m u n i c a t e with FANN. 

In order to e x a m i n e var ious neural network algorithms, the FANN library is u sed . T h e 
s a m e sof tware is a d o p t e d for developing, training a n d testing neural ne tworks p r e s e n t e d in 
this documen t . A portable graphical envi ronment for FANN called f ann Explorer [14] is a l so 
u s e d for demons t ra t ing the p r o c e s s of classification. 

Finally, a python script is implemented to connec t the par ts of the project and en fo rce the 
order in the p r o c e s s [Appendix D]. 

1 .3 R e m a i n i n g C h a p t e r s 

This d o c u m e n t is going to p r e s e n t an overview of the field containing biological and 
compu te r neural ne tworks in chap te r two. W h e n exploring neural networks, different types 
of pat tern recognition a r e introduced in addition to s o m e m e t h o d s of da ta ana lys is u s e d in 
this project. Fur thermore, different m e t h o d s of collecting brain w a v e s a r e explored. 

C h a p t e r th ree conta ins technical detai ls of the project and d i sc loses the m e t h o d s 
examined in this exper iment . 

In chap t e r four, the exper iment is expla ined in detail, f rom the superv i sed tes t to the 
p r o c e s s of da ta collection, f ea tu re construction, and applying algorithms. T h e chap t e r 
con t inues with pointing out the p r o c e s s of finding the right p a r a m e t e r s for classification. 

C h a p t e r five illustrates the resul ts of the expe r i ence from a statistical point of view 
and p r e s e n t s c o m p a r i s o n s of the resul ts of examined m e t h o d s in t e rms of g raphs . 

Then chap t e r six provides a s u m m a r y of the work and f o c u s e s on the o u t c o m e s of 
the project. 

Finally, potential improvement s of the project a r e p r e s e n t e d a n d fu ture r e sea r ch 
which may benefi t f rom this project is s u g g e s t e d . 
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1 point 4 Key Te rms 

A D H D Attention Deficit Hyperactivity Disorder. 

A I — Artificial Intelligence: A branch of computer science that works to create 
intelligence in machines, and software. 

A N N — Artificial Neural Networks: Mathematical model inspired by biological 
neural Networks. 

A P I — Application Programming Interface: A specification by a software product 
with the purpose of communication between software components. 

Artifact — Extra data resulting from the noise in the experiment that can 
result in error in classification. 

B C I — Brain Computer Interfaces: Software communicating directly using E E G 
scanners . 

Cor tex — The outermost shee t of neural tissue of the brain 

E E G — Electroencephaloghy: Voltage fluctuation of electrical activity on the 
surface of scalp. 

Fas t Artificial Neural Network (FANN) — An open source neural network 
library written in C for multilayer artificial neural networks. 

Firing Pat tern — Sequence of activities associated with a certain action, or concept 
in the brain. 

F M R I — Functional Magnetic Resonance Imaging. 

M S E — Mean Square Error. 

N N — Neural Networks. 

Pa t tern Recogni t ion — In machine learning, pattern recognition is 
classification of a given input data to groups labeled a s different c lasses . 

P C A — Principal Component Analysis. 

Tanh Hyperbolic Tangent. 
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Chapter 2: Field Overview 

2 point 1 Brain C o m p u t e r In te r faces 

One of the mankind's largest and oldest fantasies has always been mind control and the 
ability to move and control objects at one 's command or perform acts of magic with the power of 
mind. But mind control has been just fantasy in dreams, stories, or science-fiction movies. 

Nowadays, new technologies are blurring the line between reality and imagination. 
Experiencing the content entirely in a new way, interacting with computers directly from the 
brain, and taking into account feelings and emotions are making the oldest mankind's dream 
real. 

Human - machine communication being a s simple a s running simple devices, or a s 
complex a s programming complicated softwares, always has involved some sort of direct 
commands. Machines always needed to receive a direct command, or series of commands, in 
order to perform a specific function. 

The data and input given to a machine always needed to be in a predefined structure 
and explicitly expressed. Unlike human communication, human-computer interaction never took 
into account implicit information such a s body language, facial expression, etc. Thus, all the 
information that can be transferred without having to be explicitly expressed is lacking in our 
communications with machines. 

With new technologies and direct communication between brain and computers, all 
those hidden data can be transferred and used. The interaction is much more informative and it 
is beyond what is explicitly expressed. Not only facial expression and body language are being 
transferred in these messages , the feelings and emotions are involved in dialogs with one 
another. 

Thus, the next generation of human - computer interaction needs to evolve beyond 
direct and conscious inputs and involve both conscious and unconscious inputs. This chapter is 
going to introduce Neural Networks (N N) and Artificial Neural Networks (ANN). For more 
information on concepts of ANN, please refer to "Fundamentals of Artificial Neural Networks" [3] 
and more mathematical aspect of it can be found in "Introduction to The Theory of Neural 
Computing" [4]. A more physiological and psychological approach to N N and ANN is presented 
in "An Introduction to Neural Networks" [5]. 
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2 point 2 Brain 

In order to directly communicate with the brain, the first s tep is to understand how it 
works and learns from new input data. Understanding the brain helps us in presenting methods 
that t he se functionalities can be simulated by machines. 

In order to simulate the functionality of the brain, lots of algorithms are implemented in 
computer sc ience and more specifically in Artificial Neural Networks. Due to the complexity of 
the brain, Artificial Neural Networks which are computer simulation of neural networks are 
needed . Although s o m e practical problems are solved by these learning algorithms inspired by 
the brain, it is not exactly how brain works. There is a basic understanding of operations driving 
the brain but there are lots of other mysteries about the brain to be discovered. In order to move 
forward with ANN, basic understanding of their biological counterparts is needed . 

2 point 2 point 1 Bra in ' s S t r u c t u r e 

Brain consists of billions of neurons that interact with each other in neural networks. 
A cortical neuron consists of: cell body, axon, and dendrite tree. It is through the branched axon 

of a cell that m e s s a g e s to other cells a re being sent, and dendrite tree is where it receives 
m e s s a g e s from other neurons. The following figure (Figure 2 point 1) shows the structure of a neuron. 

Figure 2 point 1: Structure of a Neuron [6]; Copied without the Consent of the Authors. 
Picture shows neuron with the following parts labeled from left to right: soma, dendrites, 
axon, myelin sheath, and terminal button 
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F i g u r e 2 point 2 : S i m p l i f i e d N e u r o n [7 ] ; C o p i e d w i t h o u t t h e C o n s e n t of t h e A u t h o r s . Diagram shows nucleus in the middle with 
dendrites outside the nucleus with arrows pointing toward nucleus. To the right of the nucleus is axon. To the right of axon, multiple radiating arrows labeled as synaptic connections to other neurons 

In neu ra l ne twork , pos i t ive w e i g h t s a r e u s e d to exc i t e o t h e r n e u r o n s a n d n e g a t i v e 
w e i g h t s a r e u s e d to inhibit o t h e r n e u r o n s . W h e n t h e d e n d r i t e t r e e of o n e n e u r o n r e c e i v e s s igna l 
f rom a x o n of a n o t h e r n e u r o n , a s p i k e of activity in t h e a x o n c a u s e s c h a r g e i n j ec t ed to t h e p o s t 
s y n a p t i c n e u r o n . A n e u r o n g e n e r a t e s s p i k e s w h e n it h a s e n o u g h c h a r g e in its d e n d r i t e t r e e to 
d e p o l a r i z e a pa r t of a x o n b o d y ca l l ed a x o n hillock. Th i s s p i k e is t h e w a v e of d e p o l a r i z a t i o n t h a t 
t r a v e l s a c r o s s t h e a x o n . W h e n a s p i k e of activity t r a v e l s a c r o s s t h e a x o n a n d a r r i ve s a t t h e 
s y n a p s e s , s o m e v e s i c l e s of t r a n s m i t t e r c h e m i c a l a r e r e l e a s e d a n d m i g r a t e d to t h e s u r f a c e . 
S o m e of t h e s e t r a n s m i t t e r c h e m i c a l s a r e i m p l e m e n t i n g pos i t ive w e i g h t s a n d s o m e n e g a t i v e 
w e i g h t s . 

2 point 2 point 2 B r a i n ' s L e a r n i n g 

Brain h a s t h e capabi l i ty of l ea rn ing b e c a u s e s y n a p s e s c a n a d a p t . S y n a p s e s g e t 
a d a p t e d by t h e n u m b e r of v e s i c l e s t h a t g e t r e l e a s e d w h e n s p i k e a r r i v e s o r by vary ing t h e 
n u m b e r of r e c e p t o r m o l e c u l e s t ha t a r e s e n s i t i v e to t h e r e l e a s e d t r a n s m i t t e r m o l e c u l e s . All t h e 
n e u r o n s r e c e i v e i npu t s f rom o t h e r n e u r o n s a n d a f e w of t h e m r e c e i v e input f rom r e c e p t o r s . T h e 
n e u r o n s c o m m u n i c a t e with e a c h o t h e r in t h e c o r t e x with t h e s p i k e of t h e activity. T h e e f f e c t of 
a n input line is cont ro l led by a s y n a p t i c w e i g h t w h i c h c a n b e n e g a t i v e o r posi t ive . By a d a p t i n g 
t h e s e w e i g h t s , t h e n e t w o r k l e a r n s h o w to p e r f o r m c o m p l i c a t e d c o m p u t a t i o n . 

T h e r e a r e a b o u t 10 caret 11 n e u r o n s with high in terconnect iv i ty , e a c h hav ing a b o u t 10 caret 1 5 
c o n n e c t i o n s [8]. 

Any t a s k or c o m p u t a t i o n in t h e brain c a n b e a f f e c t e d by a l a rge f rac t ion of t h e s e n e u r o n s 
in a smal l f rac t ion of t ime. T h e b a n d w i d t h u s e d is m u c h l a rge r t h a n a m o d e r n works t a t i on . 

C o m p a r i n g s y n a p s e s to R a n d o m A c c e s s M e m o r y (RAM) of a c o m p u t e r , t h e y a r e ve ry 
smal l , with ve ry low p o w e r r e q u i r e m e n t s bu t t h e y c a n a d a p t . T h e y u s e locally a v a i l a b l e p o w e r to 
c h a n g e the i r s t r e n g t h a n d t ha t is h o w t h e y l ea rn to p e r f o r m c o m p l i c a t e d c o m p u t a t i o n s . T h e w a y 
t h a t t h e y d e c i d e to c h a n g e the i r s t r e n g t h a n d t h e ru l e s of h o w t h e y s h o u l d a d a p t is still 
u n k n o w n . 
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As a result of each of the individual s y n a p s e s adapting themselves, cortex learns to be 
modular. Thus, different bits of the cortex learn to perform different actions. T h e s e activities 
trigger larger blood flow in the specific region associa ted with the activity. 

So, mapping of the brain regions to specific functions are genetically not predefined. 
Brain has a flexible learning algorithm and functions can be relocated to the other parts of the 
brain. Change in functionality of brain is referred to a s neuroplasticity by neuroscientists [9]. The 
rapid parallel computations, flexibility, and adaptability of the brain introduce a fertile ground for 
research in a variety of disciplines such a s biology, medicine, and computer science. 

As a result, there is a need of identifying brain's functionality for various actions and 
concepts . In the next section (2 point 2 point 3), different technologies for collecting data from brain are 
presented. 

2.2.3 H u m a n Cogni t ion a n d Cort ical Mapping 

As stated in the previous section, experiencing a specific thought or movement 
constantly activates the s a m e region of the brain and blood flow increases in that particular 
region. So, identifying such regions and associating them with particular tasks, in other word 
mapping of the brain, is an important process. Cortical mapping is done through surgical/ 
invasive, or non-invasive techniques such a s F M R I, connectome, or electroencephalography. 

Methods such a s F M R I and connectrome are used in order to map brain's activity based 
on blood flow. Strength of activities in different regions is used for constructing feature vector for 
activities and concepts classifications. 

It has been also observed that ionic current flows within neurons of the brain results in 
voltage fluctuations. The waves recorded from these fluctuations show consistent pattern for a 
concept or an activity. E E G scanne r s record raw data of the signals transmitted from the brain. 
In this project, the latter method is used in combination with s o m e data analysis and pattern 
recognition in order to find consistent firing pattern. 
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2 point 3 Emot iv Epoc , t h e E E G S c a n n e r 

One of E E G scanne r s commonly used for developing and researching purposes is 
Emotiv Epoc. Figure 2.3 shows the headse t used for this project. 

Figure 2 point 3: Emotiv Epoc Scanner [1]; Copied without the Consent of the Authors. 
Picture of headset. 

Unlike the older methods and brain wave acquisition devices, this headse t is a high 
fidelity E E G acquisition. There is no need for conductive gel or an expert to put it on. This 
device has been optimized for consumer settings and has three detecting applications called 
Expressive, Effective, and Cognitive. 

Expressive application captures facial expression in real time such a s blinking, smiling, 
or winking, et cetera. 

Effective application detects emotions in real time. The levels of different emotions such 
a s excitement, ca lmness , s tress, frustration are shown in terms of digital values in real time. 

Finally, in Cognitive application, the user has the ability to move an object by thinking 
about the concept. There are a number of actions that the software can be trained for such a s 
push, pull, right, left, rotate, disappear, and so on. There is a period of 6 s e c o n d s for the device 
to record the b a s e line of the brain waves . The reason for the b a s e line training is the fact that 
individual's cortex is unique, and a s the result, the b a s e waves of individuals are different. The 
classification of actions is based on baseline of individual's brain activity. Afterwards, there is 6 
s e c o n d s of training in order to record the way a person reacts to a certain action and the pattern 
of the signals that gets to the cortex for that person. The training data is used to train the system 
to classify the brain waves . 
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In addition to detecting applications in Emotiv Control Panel, there is software called 
Test Bench for showing and recording brain waves in terms of digital waves . In addition to Test 
Bench, there is an option to communicate with Emotiv A P Is through an external program in 
order to collect raw brain signals. 

In this project, a program written in C plus plus is making the A P I calls, requesting raw data and 
Emotiv A P I returns raw brain signals. The result is then saved in an external file for later training 
purposes . 
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2 point 4 Data Ana ly s i s 

Data analysis is the process of discovering knowledge and modeling the data. In 
the process of data analysis, also called a s data mining, the data is inspected, trimmed, 
and transformed to a form which solves a particular problem. Data analysis generally 
contains two main phases , initial analysis and main analysis. In initial analysis, the 
quality of the data is examined mostly using descriptive statistics characteristics of data, 
and main analysis contains more advance methods in addition to statistical methods in 
order to solve the problem. For Emotional s ta te classification of E E G signals, due to the 
large amount of data points, descriptive statistics such a s mean, s tandard deviation, 
number of peaks in time and frequency domain, in addition to observation of data in 
different plots are used for initial analysis. For knowledge extraction of the cleaned data, 
other advance data analysis methods are used. Principal Component Analysis and Fast 
Fourier Transform are two methods with positive results on this particular problem that 
a re explored furthermore in section 2 point 4 point 1 and 2 point 4 point 2. The details of the transformation 

of data are presented in chapter 3. 
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2.4.1 Principal C o m p o n e n t Ana lys i s (P C A) 

Classification of data is based on the analysis of variables of samples in data set. 
Inspecting and analyzing the variables individually does not necessarily help to classify 
the data. The correlation between the variables genera tes another new perspective to 
the data which solves various problems such a s E E G emotional state classification. 

Principal Component Analysis (P C A) [10] is an orthogonal projection of the data 
to a lower dimensional linear space . This mathematical procedure transforms a set of 
possibly correlated variables into a set of linearly uncorrelated variables. The result 
variables are called components and the number of them is less than or equal to original 
variables. 

The new principal components are ordered by their variance from high to low, 
meaning that the first generated component has the most variability in the data and each 
subsequent component has the next highest orthogonal variance. Basically this linear 
transformation converts the data to a new coordinate system. The variance of any 
projection falls into a new coordinate called component in the descending order. 

Performing P C A on data set minimizes the amount of noise and redundancy of 
variables, in addition to translating the data into lower dimension and presenting new 
information about the correlation of the variables. 
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2 point 4 point 2 F a s t F o u r i e r T r a n s f o r m 

F a s t F o u r i e r T r a n s f o r m ( F F T ) [ 1 1 ] i s a m a t h e m a t i c a l a l g o r i t h m t o c o n v e r t a w a v e t o i t s 

D i s c r e t e F o u r i e r T r a n s f o r m ( D F T ) r e p r e s e n t a t i o n s a n d i t s i n v e r s e . D F T is d e c o m p o s i t i o n of 

w a v e s i n t o c o m p o n e n t s w h i c h a r e c o e f f i c i e n t of s i n e w a v e s a n d c o n v e r t s t h e w a v e s f r o m t i m e 

d o m a i n t o F r e q u e n c y d o m a i n . 

If t h e o r i g i n a l v a l u e of t h e e x p e r i m e n t in t h e t i m e d o m a i n is r e p r e s e n t e d b y f u n c t i o n s parenthesis t parenthesis, 

in t h e F o u r i e r T r a n s f o r m p r o c e s s , a n e w f u n c t i o n of f r e q u e n c y , capital S parenthesis f parenthesis, will b e g e n e r a t e d r e f e r r e d 

t o a s f r e q u e n c y d i s t r i b u t i o n . T h e f r e q u e n c y f u n c t i o n is r e v e r s i b l e , m e a n i n g g i v e n a f u n c t i o n in 

f r e q u e n c y d o m a i n , t h e f u n c t i o n in t i m e d o m a i n c a n b e g e n e r a t e d a s w e l l . s parenthesis t parenthesis a n d S parenthesis f parenthesis a r e t w o 

f u n c t i o n s r e p r e s e n t i n g t h e s a m e e v e n t s in t i m e a n d f r e q u e n c y d o m a i n r e s p e c t i v e l y . T h e 

t r a n s f o r m of f u n c t i o n s parenthesis t parenthesis a t f r e q u e n c y f i s g i v e n b y t h e c o m p l e x n u m b e r : capital S parenthesis f parenthesis equals integral 

symbol negative infinity superscript infinity s parenthesis t parenthesis e superscript negative i 2 pi f t end superscript d t 

S u c h t r a n s f o r m a t i o n c a n h e l p in p r o v i d i n g e x t r a i n f o r m a t i o n a b o u t d a t a f o r p a t t e r n 

r e c o g n i t i o n . C o m p u t i n g F o u r i e r T r a n s f o r m t a k e s capital O parenthesis capital N 2 parenthesis a r i t h m e t i c o p e r a t i o n s w h i l e F a s t F o u r i e r 

T r a n s f o r m i s t h e f a s t v e r s i o n t h a t c a n p e r f o r m t h e s a m e p r o c e s s in capital O parenthesis capital N l o g parenthesis capital N parenthesis parenthesis o p e r a t i o n s . 

2 . 5 A r t i f i c i a l N e u r a l N e t w o r k s 

I n s p i r e d b y b i o l o g i c a l n e u r a l n e t w o r k , Ar t i f i c ia l N e u r a l N e t w o r k ( A N N ) [ 1 2 ] i s a 

m a t h e m a t i c a l m o d e l t h a t c o n s i s t s of i n t e r c o n n e c t e d a r t i f i c i a l n e u r o n s . T h e m o d e l i s u s e d t o 

m o d e l c o m p l e x r e l a t i o n s b e t w e e n i n p u t a n d o u t p u t s of a c l a s s i f i c a t i o n . 

A N N c o n s i s t s of d i f f e r e n t l a y e r s of a r t i f i c i a l n e u r o n s w h i c h a r e i n t e r c o n n e c t e d . T h e i n p u t 

n e u r o n s a r e t h e o n l y o n e s r e c e i v i n g d a t a f r o m o u t s i d e of t h e n e t w o r k . T h e n u m b e r of n e u r o n s in 

i n p u t l a y e r d e p e n d s o n t h e n u m b e r of f e a t u r e s in t h e f e a t u r e v e c t o r of s a m p l e d a t a . 

T h e o u t p u t l a y e r c o n s i s t s of o u t p u t n e u r o n s , t h e v a l u e of w h i c h is c a l c u l a t e d b y t h e 

n e t w o r k u s i n g o t h e r n e u r o n s of A N N c a l l e d h i d d e n n e u r o n s . E a c h c o n n e c t i o n h a s a w e i g h t 

w h i c h i s u p d a t e d d u r i n g t h e l e a r n i n g . T h e w e i g h t s of A N N d e t e r m i n e t h e v a l u e s of n e u r o n s in 

h i d d e n l a y e r s a n d o u t p u t l a y e r a s a r e s u l t . 

T h e f u n d a m e n t a l p a r a m e t e r s in A N N c o n s t r u c t i o n a r e t h e t o p o l o g y of t h e i n t e r c o n n e c t e d 

n e u r o n s in d i f f e r e n t l a y e r s , t h e p r o c e s s u s e d f o r c h a n g i n g t h e w e i g h t s of t h o s e c o n n e c t i o n s a n d 

t h e p r o c e s s f o r c a l c u l a t i n g t h e o u t p u t of e a c h n e u r o n b a s e d o n i ts i n p u t s a n d t h e i r w e i g h t s . 
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There are three major types of machine learning techniques namely supervised, 
unsupervised, and reinforcement learning [13]. The selection of machine learning paradigm 
d e p e n d s on the problem and expected behavior of network for input data. 

Supervised learning is the model to calculate relation between input and output data. In 
this paradigm, data labels a re readily available. In other words, the input and target (expected 
outputs) a re provided in training and sample data. ANN e n c o d e s a model of the relationship 
between inputs and outputs of the network. So, if X is an input to ANN and Y is an output, ANN 
genera tes function f parenthesis x parenthesis where: 

capital Y equals f parenthesis capital X parenthesis plus e 

Where e is error that n e e d s to be minimized during the training. 
For each neuron, the output y is a function of the bias of the neuron ( b ) plus the sum of 

incoming connections of the activity of the input line times the weight of that line. 

y equals b plus sigma sub i x sub i w sub i 

The learning starts with initial, randomized weights and the outputs are calculated based 
on the inputs. Afterwards, the errors of t he se predictions are calculated and error vector is used 
to update weight matrix. 

This method is used for the c a s e s in which ANN is expected to predict characteristics of 
data. There are two main categories for supervised learning called regression and classification. 
The purpose of regression is to predict a number or a vector of numbers a s close to the real 
output, whe reas in classification the label of the class that the input data belongs to is predicted. 

In unsupervised learning, ANN is provided with unlabeled data. This learning tries to find 
structures or patterns in the data but a s the data is not labeled, the learning cannot be evaluated 
by calculating the errors. Data processing and data mining techniques such a s feature 
extraction, dimensionality reduction, Principal Component Analysis a re considered methods of 
unsupervised learning to extract fea tures of data. 

Reinforcement learning is learning by interacting with environment and based on 
rewards. ANN learns from the c o n s e q u e n c e of its own action in new situation. The purpose of 
learning in this method is to maximize the amount of reward. The correct inputs and outputs are 
never presented to algorithms and the purpose is to select action or s e q u e n c e of actions to 
maximize the rewards and rewards may occur occasionally. 
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2 point 6 B a c k w a r d P r o p a g a t i o n 

Backward propagation [15], often referred to a s back propagation, is one of the methods 
of ANN supervised learning. Each Feed forward back propagation algorithm h a s two p h a s e s 
namely propagation and weight update. First is propagation. This contains the forward 
propagation of inputs into the network in order to calculate the output and backward propagation 
of calculated outputs to calculate deltas on each hidden layer. 

The second s tep is weight updates . The gradient of the weights are calculated by 
multiplying the nodes ' activation and delta. Gradient of weights shows the a rea in the network 
with high value of error. The last s tep in weight updates is bringing the weights in opposite 
direction of its gradient to control and minimize errors. This is accomplished by subtracting 
gradient 's ratio from the node ' s weight. 

The weights can be updated after each p a s s which is called incremental (online) 
learning. Another method is to update weights every few p a s s e s . The later procedure is called 
batch learning and requires more memory capacity. Incremental learning has much more weight 
updates and processing involved. 
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C h a p t e r 3 : T e c h n i c a l D e t a i l s 

3 point 1 Fas t Artificial Neural Network 

For artificial neural network implementation, an open source library called Fast Artificial 
Neural Network (FANN) is used. Both fully connected and sparsely connected multilayer 
artificial networks can be implemented using this library. 

3 point 2 De te rmin ing F e a t u r e s f o r F e a t u r e Vec to r 

As mentioned in chapter 2, for any pattern recognition and machine learning, selection of 
the best neural network algorithms d e p e n d s on the nature of data. Furthermore, another main 
component of classification is constructing the appropriate feature vector for inputs and outputs 
of classification algorithms. 

Feature Vectors are n-dimensional vectors of features. Each feature is presented by one 
dimension. Such representation facilitates the classification process by presenting each sample 
data in the form of the feature vector. 

Presenting ANN with raw data makes the classification time consuming, inefficient, 
complicated, and somet imes impossible. 

In order to categorize data, fea tures for feature vector should be selected carefully. 
Creating the feature vector requires analyzing the nature of the problem and sample data, and 
finding features and a spec t s of the data which distinguish various c l a s ses and can promote the 
classification. Basic candidate features for pattern recognition of E E G data can be statistical 
information about waves such a s average, mean, minimum, maximum, standard deviation, 
number of peaks, and slopes, etc. Due to the complexity of brain waves, none of the 
combinations of t he se features were applicable for the classification. 

As mentioned in the previous section, after filtering the data and removing artifacts for 
each of the 14 channels , there are 6,000 samples recorded in rate of 128 per second. In 
emotional s ta tes classification, raw data is in 15 dimensions (14 Channels and time). The 
process of the data analysis indicates that such a high dimensional s p a c e hides the 
characteristics of c lasses . According to a similar problem investigated in a thesis presented by 
Allison Marie Henderson at C S U C I (Autonomous Interoffice Delivery Robot (AIDeR) 
Environmental Cue Detection) [16], FANN is unable to accurately classify waves. The 
complexity of high dimensional data at tests the need of dimensionality reduction. As a result, 
fea tures are extracted from the new dimensional system and a feature vector is constructed for 
the classification. 
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More felicitous fea tures to class attributes were found by extracting principal 
components of the raw data. By applying P C A procedure on raw data, binary classification of 
negative and positive feelings w a s achieved. Changing the domain from time to f requency and 
extracting principal component from frequency domain ass is ted composing applicable feature 
vector. More details of feature vector construction process are presented in chapter 4. 

3 point 3 C lass i f i ca t ion Method Se lec t ion , a n d Neural Network Library 

In order to find the best solution to any machine learning and classification problem, the 
performance of neural networks with various topologies and classification strategies should be 
examined. 

In this document, numerous topologies, classification methods, error functions, and 
activation functions are performed, and the results are compared in order to compose the best 
strategy to solve E E G emotional classification problem. FANN Explorer [17], in combination with 
FANN Library, is used for executing training and testing. 

In each experiment, the network with a certain topology is constructed. Then, the 
algorithm methods, error function, activation function for each neuron, in addition to other 
parameters are selected. Afterwards, the network is initialized, initial weights are randomized, 
and learning stop factor is set. The training data is shuffled most of the time for different runs of 
the s a m e settings to compare the results. 

After running the training, the test data is loaded and the output of the strategy is 
observed. 
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C h a p t e r 4 : E x p e r i m e n t s 

4 point 1 Expe r imen t Overv iew 

The purpose of this project is to classify human emotions into four c l a s se s namely: low 
arousal positive, low arousal negative, high arousal positive, and high arousal negative. Four 
emotions are selected, each one presenting one of the c l a s ses of this problem. In this 
experiment, ca lmness , s adnes s , happiness , and annoy are selected for low arousal positive, 
low arousal negative, high arousal positive, and high arousal negative, respectively. Videos are 
used for prompting associa ted emotional experience for data collection. Selection of videos and 
whether they are the best for t he se types of studies from Psychological perspective is not the 
subject of this project. This research focuses on strategies to analyze real-world data with 
Psychological nature from Computer Sc ience perspective. 

Figure 4 point 1 shows an overview of the project which includes data collection, data 
analysis, and neural network learning. Figure 4 point 2 shows the process in each section s tep by 
step. The details of each section are explained in details in the following sections. 

Figure 4 point 1: Experiment's Overview. 
Picture shows from left to right: Under Data Collection heading: a person wearing Emotiv Epoc Scanner headset and E E G signal chart, right arrow. 

Under Data Analysis heading: Features, Decoding, right arrow. Under Neural Network Learning heading, desktop computer. 



2 9 

F igu re 4 point 2: E x p e r i m e n t ' s F lowcha r t . 
Flowchart has three sections entitled Data Collection, Data Analysis and feature Vector Construction, and Natural Network Learning. 

Under Data Collection, Visual Studio and five boxes connected with downward pointing arrows contain the following text: Video Playing, 
Headset Recording, C plus plus Program Connecting to Motive A P I, Motive A P I, and Save the Data in a text file, Raw Data in 14 channels, 

128 data sample per second. Under Data Analysis and feature Vector Construction, Mat lab followed by 6 boxes connected with downward pointing arrows 
containing the following text: Open the data file and extract 6,000 samples in 14 channels for each video, run P C A on Time Domain, F F T, run P C A 

on Frequency domain, Threshold the P C A Results and combine them, convert to FANN Format and append to sample data file. 
Under Natural Network Learning, FANN Explorer followed by 7 boxes connected with downward pointing arrows containing the following text: 

Network topology, load the training and testing data, neural network algorithm, error function, activation function, set other parameters, and load the training run the 
neural network. 
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4 point 2 Data Col lec t ion 

The subjects of this experience are provided with four different video clips namely calm, 
sad, happy, and annoying. These clips are played in the order which they were introduced for all 
the subjects for the purpose of consistency in collected data. The videos for happy and sad 
emotions show people laughing and crying respectively. Watching happiness and s a d n e s s of 
other people triggers the s a m e emotions in the subjects. For ca lmness movie a medication clip 
containing sounds in nature like sounds of birds and river is used. For annoying clip, an 
annoying high frequency sound is played. The feedbacks from subjects show that the selected 
videos were able to prompt the corresponding emotions successfully. Selected videos are 
available from links included in references [21]. 

The data used for analysis of the results chapter belongs to 10 subjects each watching 4 
videos. Thus 40 sample data is generated in data collection process. For each sample data, 128 
raw brain signals in micro Volt a re collected for each second of the experiment. The data is 
saved in a sepa ra t e file for each video clip and retrieved later by data analysis script to create 
feature vector. Finally, the data is recalled by classification program for training. 

Recorded files are labeled a s relax, sad, happy, and annoyed and saved in a folder 
labeled with the I D of the subject. 

4 point 3 F e a t u r e Vec to r C o n s t r u c t i o n 

The raw data contains thousands of samples (from 7,000 to 27,000 data points) for each 
of the fourteen channels in each experiment. The number of data points varies depending on 
the videos. The length of videos for low arousal emotions is larger, due to the time required to 
prompt emotions such a s ca lmness and s a d n e s s . Despite this, for the research, the number of 
samples for each of the experiments is a fixed number. 

In the analysis section of feature vector construction, a script extracts the more 
appropriate 6,000 points of the data in each section depending on the video. The value of 
recorded raw E E G data is in micro Volt. An example of the structure of data is included in 
Appendix B. Then, the extreme peaks and s lopes of the waves which are the result of noise in 
the experiment are removed. T h e s e values are replaced with the mean of all the points. 

As the channels are correlated in each experiment, fourteen other linearly unrelated 
variables are extracted by applying Principal Component Analysis procedure on the raw data. 
First fourteen bits of the feature vector are threshold values of these principal components . As a 
c o n s e q u e n c e of constructing a fourteen-bit feature vector using Principle Component Analysis 
on raw data, binary classification of emotions into two c l a s ses of positive and negative 
emotional s ta tes is accomplished. In order to proceed with the classification into four c lasses , 
more analysis in frequency domain is needed . 

As a result, the raw data is transferred to frequency domain by applying Fast Fourier 
Transform procedure. As a result, threshold values of principal components of frequency 
domain are calculated and fourteen bits a re appended to the existing vector. 
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Two bits of output vector present four c l a s ses for training and test data. Furthermore, 
several representat ions of output neurons are explored in the topology section of this chapter 
and also in chapter 5. The next s tep is to convert the training and test data into FANN file 
format. The first line of the vector file contains three integers: number of data pairs, number of 
inputs and number of outputs. 

Afterwards, the data pairs a re presented so that each line of the input data values is 
followed by one line of the output data values. In other words, each input vector is followed by 
an output vector in the next line. All numbers are separa ted by blank s p a c e characters . The 
result vectors are then used a s the input and output to neural networks. A sample of feature 
vector in FANN format is included in Appendix B. 

4 point 4 Topo logy 

Artificial neural networks are networks of neurons, similar to their biological prototypes. 
Network's topology is the way that t he se neurons are interconnected to form a network. In other 
words, neural network topology shows the architecture of the network and the relationship 
between its neurons. 

Each neural network consists of an input layer and an output layer. S o m e additional 
hidden layers may be in the structure of the topology. 

An input layer represents input values and consists of input neurons which get external 
inputs from outside of the network. The output layer contains output neurons whose values are 
calculated a s the result of the values of other layers' neurons in the network. 

Each neural network may contain one to several hidden layers. Hidden layers consist of 
hidden neurons which do not have any connection with the outside of the network. The input to 
each hidden layer can be either from input layer or other hidden layers, and the output of it is to 
output layer or other hidden layers. 

Relationships between neurons are realized via connections between neurons in 
different layers, each of which is weighted. The behavior of neural network is controlled by t he se 
weights. In the process of learning, ANN's function adjusts the weights of these connections 
using the outputs and amount of errors in order to produce correct outputs. 

ANN for emotional classification of brain waves consists of three layers: input, hidden, 
and output layer. 

There are 28 input neurons, 28 hidden neurons, and output layer consists of two 
neurons in the selected topology for our experiments. Figure 4 point 3 and 4 point 4 show the topology and 
statistical information of normal topology respectively. 
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Figu re 4 point 3: Fully C o n n e c t e d Ne twork in Normal T o p o l o g y . Circles represent neurons, and lines present weighted connect ions. 

F igu re 4 point 4: Statistic of Normal Neural Network Topology. Figure contains the following text: neural network type, layer, connection rate: 1, number of 
input neurons: 28, number of output neurons: 2, total number of neurons and bias: 60, total number of connections: 870, total number of layers: 3, number of 

neurons in each layer: 28, 28, 2, number of bias in each layer: 1, 1, 0. 
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The number of neurons in input layer d e p e n d s on the number of fea tures that a re 
needed for the classification problem. As explained in the feature vector construction section, 
feature vector of E E G emotional s ta te classification problem h a s 28 bits, and a s a result, there 
are 28 input neurons. 

Output neurons represent the resulting c lasses of the classification. Two bits a re 
adequa t e to present four distinct c l asses of this problem. Networks with three output neurons 
and four output neurons are also examined in order to ensure that the learning performance is 
independent of output representation. More details of network's performances with various 
numbers of neurons in output and hidden layer are presented in chapter 5. 

In order to avoid guessing the best topology and the number of hidden layers prior to 
training, c a s c a d e training can be used. Unlike normal training in which the full topology 
containing input, output, and hidden layer is established beforehand, c a s c a d e training starts 
with an empty neural network. Hidden neurons are added to the network one by one while 
training is in progress. 

In this method, the most promising of s o m e separately trained neurons are inserted into 
the neural network. In each s tep of training, output connections are trained and a new hidden 
layer with a candidate shortcut neuron is created. This m e a n s the final neural network will 
consist of a number of hidden layers with one shortcut connected neuron in each. The result of 
applying this method is a topology that consists of 28 input nodes, 1 hidden layer with the 
shortcut neuron, and output layer with 2 output nodes a s shown in Figure 4 point 5. Figure 4.6 
presents the statistics of c a s c a d e topology. 

Figure 4 point 5: Cascade Training Topology: Fully connected network. Circles represent neurons, and lines present 
weighted connections. Blue lines are positive weights, and red lines are negative weights. 
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F i g u r e 4 point 6 : S t a t i s t i c o f C a s c a d e N e u r a l N e t w o r k T o p o l o g y . Figure contains the following text: neural network type, shortcut, connection rate: 1, number of 
input neurons: 28, number of output neurons: 2, total number of neurons and bias: 32, total number of connections: 89, total number of layers: 3, number of neurons in each layer: 28, 1, 2, number of bias in each layer: 1, 0, 0. 

Sugges ted neural network of c a s c a d e training has only one shortcut neuron in the 
hidden layer which s a v e s calculation time. Unfortunately, the topology is not efficient due to its 
slow learning. The number of epochs that the c a s c a d e network n e e d s in order to drop the error 
rate below the threshold is much larger than the number of epochs needed in the sugges ted 
topology. More statistical discussions of t he se comparisons are presented in chapter 5. 

As a result, the topology with 28 hidden neurons and 2 output neurons is used for the 
rest of the experiment. 

4 point 5 A lgo r i t hms 

During training of a neural network, the weights of its connections are adjusted using 
functions and according to the error that those functions yield in the outputs' predictions. This 
procedure is called training algorithm. There are several training algorithms, each of which 
accep ts a different set of parameters such a s learning rate, momentum, etc. In this experiment 
several algorithms are applied to the input data and the results a re compared in chapter 5. 

Training process utilized both incremental and batch method. Incremental method is a 
s tandard back propagation algorithm, in which the weight of each connection is continuously 
updated after each training pattern. Weights of connections are changed many times in each 
epoch. On the other hand, in batch learning, the weights are changed after calculating the mean 
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square error for the whole training set. In other words, weights are updated once after each 
epoch. 

Depending on the type of algorithms used, different error functions should be used. For 
incremental and c a s c a d e training algorithms, linear error function is used. W h e r e a s for other 
algorithms, Hyperbolic Tangent (Tanh) error function is used. Tangent error function requires a 
lower learning rate and it aggressively targets outputs with large error values. 

The learning rate is used to determine how aggress ive training should be. Learning rate 
factor applies a portion of respective adjustment to the old weight. The greater the value of this 
factor is, the faster learning will be. 

The next factor is algorithm's learning momentum. Momentum controls the magnitude of 
pers is tence in learning. Having momentum set to a value between 0 and 1, a fraction of the 
previous weight change is added to the current update. Using this factor helps the learning to 
prevent converging to local minima and maxima but high values of it may affect the learning in a 
negative way. 

4 point 6 Act ivat ion Func t ion 

During the learning process, each neuron u se s a function referred to a s 'Activation 
Function' to produce its output. The entire training can u s e a single activation function but the 
activation function can also be set for each layer or each individual neuron. 

In this experiment, linear, threshold, sigmoid, Gaussian, sine symmetric, and cosine 
symmetric activation functions are examined. Afterward, the results of these functions are 
compared to discover the best activation function for this particular feed forward, back 
propagation algorithm. Activation s t e e p n e s s - which determines the speed of activation going 
from minimum to maximum - is se t to the middle; which is 0 point 5. 

The other resilient propagation advanced parameters such a s increase factor, d e c r e a s e 
factor, and minimum and maximum delta is se t depending on the algorithms and activation 
functions. 

4 point 7 Training 

After creating feature vector, deciding about neural network's topology, creating the 
network, and deciding about the activation and error functions and other parameters , the actual 
learning process starts. In the back propagation training process , all the connections have initial 
weights. T h e s e initial weights should be randomized before each training process. Default range 
of the weights is between negative 0 point 1 and 0 point 1, while t he se values can be changed manually. Before 
training starts, neural network n e e d s to be provided with the sample data. 

Resetting neural network randomizes the weights in a given interval and clamps the 
input values to input neurons. In multiple training attempts, reshuffling the training data also 
ass is ts the training. 
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Training algorithms need stopping condition a s well a s other parameters . Mean Square 
Error (E r m s) threshold is the parameter to stop training. In t he se experiments, the mean square 
error is reported after each epoch and training s tops when mean square error value g o e s under 
this parameter . Extremely low values of stopping parameter may c a u s e over-learning. In our 
experiments, the value of this parameter is se t to 0 point 0 0 1. 

4 point 8 Tes t ing 

In order to evaluate the performance of neural networks, testing procedure is performed. 
In the testing process , the network is presented with a new set of data which w a s not part of 
training data. The testing se t s represent general c a s e s . If the network performs well on the test 
data, it is expected to generally respond well to any real world data. 

In the test procedure, the neural network is run with weight values which are results of 
training process and the outputs of the network are computed a s during the training. The 
desired outputs are then compared with the actual outputs and real mean square of error is 
calculated. 

4 point 9 Cross -va l ida t ion 

In order to avoid over-learning, the training and test data is switched and the 
performance of the networks is compared in each case . 
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C h a p t e r 5 : A n a l y s i s o f R e s u l t s 

In this section, various topologies, learning methods, error functions, and activation 
functions are run over sample data and test data. Moreover, the statistical analysis and 
graphical presentat ions of all the observations are presented and the results are compared in 
order to find the best strategy for solving E E G emotional s ta te classification problem. 

5.1 Ne twork ' s Topo logy 
This section presents statistical discussions for topology selection. Various topologies 

with different numbers of neurons in their hidden and output layers are examined to ensure the 
best performance of the neural network. 

5.1.1 Input Layer 

Input layer receives its data from outside of the network. The input to each individual 
neuron in this layer is a bit (0 or 1) of sample data. The input layer d e p e n d s on the feature 
vector of E E G emotional s ta te classification. The feature vector of this problem has 28 bits. 
Therefore, at least 28 input neurons are needed . 

As additional neurons in the fully interconnected neural network add a lot of calculation 
time and memory usage , adding unnecessa ry nodes is avoided. 

5.1.2 Ou tpu t Layer 

Output layer represents E E G emotional s ta te c lasses . The numbers of neurons in the 
output layer d e p e n d s on the number of bits required for output representation. As stated before, 
two bits a re sufficient to represent four c lasses . The presentation of c l a s ses can also be 
performed with three or four bits. Despite the additional calculation time for each data pattern, 
the performance of neural networks with those different topologies is evaluated in order to find 
out if the learning time (number of epochs) is independent of the output presentation. 

In order to examine the role of output representation, neural networks with various 
numbers of outputs are constructed and run over the data s amples in the context of the feature 
vector. Training and test data should have structures corresponding to the selected topology of 
neural networks. In order to run the training and testing process for each new network, the 
sample data need be rearranged to be compatible with the new topologies. 
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5 point 1 point 2 point 1 Two O u t p u t N o d e s P r e s e n t a t i o n 

For this experiment, a network with two output nodes w a s constructed. The output 
presentat ions of the sample data for individual patterns are a s follow: 

Low arousal positive: 0 0 

High arousal positive: 0 1 

Low arousal Negative: 10 

High arousal negative: 11 

The neural network topology with two outputs is shown in Figure 4 point 3. More details of 
outputs of the network with this topology using various parameters are presented in the 
following sections. 

5 point 1 point 2 point 2 Three Ou tpu t N o d e s P r e s e n t a t i o n 

Next, the format of training and test data were modified to be compatible with the new 
neural network which is consisting of three output nodes . The new output presentat ions are a s 
follow: 

Low arousal positive: 0 0 0 

High arousal positive: 100 

Low arousal Negative: 0 1 0 

High arousal negative: 0 0 1 

Figure 5 point 1 illustrates neural network Topology with three output nodes . 

Figure 5 point 1: Fully Connected Network in Normal Topology with 3 Output Neurons. Circles represent neurons 
and lines present weighted connections. Blue lines are positive weights, and red lines are negative weights. 
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The performance of network with this topology w a s evaluated for both incremental and 
batch algorithms. Figure 5.2 shows the comparison between the output values of output 
neurons and the target values when the training and test p roce s se s were completed. T h e s e 
experiments were using incremental algorithm in combination with the linear error function and 
Gauss ian activation function. 

Figure 5 point 2: Calculated Output versus Desired Output after training in Incremental algorithm of a network with 3 
output neurons. Horizontal bar shows different samples and vertical bars show value of outputs. Green dots 

demonstrate desired output, and red dots calculated outputs by network. 
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Figure 5 point 3 shows the comparison between output values of output neurons and their 
target values after the training and test process . Here, the batch algorithm in combination with 
tanh error function and Gauss ian activation function were used. 

Figure 5 point 3: Calculated Output versus Desired Output after training in Batch algorithm of a network with 3 output 
neurons. Horizontal bar shows different samples and vertical bars show value of outputs. Green dots demonstrate 

desired outputs, and red dots calculated outputs by network. 
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5 point 1 point 2 point 3 Four Output N o d e s P re sen ta t i on 

Finally, the last examined format was four bits representation of four E E G emotional 
state classes . The following shows the output formats of data patterns which are compatible 
with a neural network consisting of four output neurons. 

Low arousal positive: 1000 

High arousal positive: 0 1 0 0 

Low arousal Negative: 0 0 1 0 

High arousal negative: 0 0 0 1 

Figure 5 point 4 illustrates the neural network topology with four output nodes. 

Figu re 5 point 4: Fully C o n n e c t e d Ne twork in Normal T o p o l o g y wi th 4 O u t p u t N e u r o n s . Circles represen t neurons and 
lines present weighted connect ions. Blue lines are positive weights and red lines are negative weights. 
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The performances of learning with a topology which consists of four output nodes were 
also evaluated for both the incremental and batch algorithms. Figure 5 point 5 shows the comparison 
between output values of output neurons and their target values after the training and test 
process . The incremental algorithm in combination with the linear error function and Gauss ian 
activation function w a s used for t he se experiments. 

Figu re 5 point 5: Ca l cu l a t ed O u t p u t versus Des i r ed O u t p u t a f t e r t r a in ing in I n c r e m e n t a l a l g o r i t h m of a n e t w o r k with 4 
o u t p u t n e u r o n s . Horizontal bar shows different s a m p l e s and vertical bars show value of outputs. Green dots 

demons t ra t e desired outputs, and red dots calculated outputs by network. 
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Figure 5 point 6 shows the comparison between output values of output neurons and their 
target values after the training and test process . The network used the batch algorithm in 
combination with tanh error function and Gauss ian activation function. 

Figure 5 point 6: Calculated Output versus Desired Output after training in Batch Algorithm of a network with 4 output 
neurons. Horizontal bar shows different samples and vertical bars show value of outputs. Green dots demonstrate 

desired outputs, and red dots calculated outputs by network. 
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5 point 1 point 2 point 4 C o n c l u s i o n 

In t h e p r e s e n t e d e x p e r i m e n t s , t h e l e a r n i n g p e r f o r m a n c e of all t h r e e n e t w o r k s w a s 

e v a l u a t e d f o r in b o t h i n c r e m e n t a l a n d b a t c h a l g o r i t h m s . F i g u r e 5 point 7 p r e s e n t s M e a n S q u a r e E r r o r 

d u r i n g t h e t r a i n i n g s of n e u r a l n e t w o r k s w i t h t w o , t h r e e , a n d f o u r o u t p u t n e u r o n s u s i n g t h e 

i n c r e m e n t a l a l g o r i t h m , l i n e a r e r r o r f u n c t i o n , a n d G a u s s i a n a c t i v a t i o n f u n c t i o n . A s it i s i l l u s t r a t e d 

in t h e f i g u r e , t h e p e r f o r m a n c e s of all t h e n e u r a l n e t w o r k s a r e s i m i l a r . 

F igu re 5 point 7: O u t p u t Layer . C o m p a r i s o n of Mean S q u a r e E r ro r s d u r i n g Inc remen ta l Algor i thm, L inear Er ror 
F u n c t i o n , a n d G a u s s i a n Act iva t ion F u n c t i o n . Horizontal bar p resen t s e p o c h s and vertical bar p resen t s mean 

squa re of error. The number on each diagram s h o w s the number of outputs of the network. 

F i g u r e 5 point 8 s h o w s t h e l e a r n i n g p e r f o r m a n c e s of all t h r e e n e t w o r k s u s i n g t h e b a t c h 

a l g o r i t h m , t a n h e r r o r f u n c t i o n , a n d G a u s s i a n a c t i v a t i o n f u n c t i o n . A s it i s i l l u s t r a t e d in t h e f i g u r e , 

t h e b e h a v i o r s of all t h e t o p o l o g i e s a r e s i m i l a r . All t h e n e t w o r k s a r e u n a b l e t o l e a r n in 2 0 0 e p o c h s 

b u t t h e m e a n s q u a r e of e r r o r i s d e c r e a s i n g . 

F igu re 5 point 8: O u t p u t Layer . C o m p a r i s o n of Mean S q u a r e E r r o r s d u r i n g Ba tch Algor i thm, T a n h Error F u n c t i o n , a n d G a u s s i a n Act iva t ion F u n c t i o n . 

Horizontal bar p resen t s e p o c h s and vertical bar p resen ts mean squa re of error. The number on each diagram shows the number of outputs of the network. 
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More algorithms and methods were explored in order to examine correlations between 
output representat ions and learning performances. Due to the similarity in the results, other 
methods are not included in this document. 

As a result, the general behavior of the networks is similar in all the three cases . 
However, the calculation time of neural network's learning for each input pattern increases by 
adding extra nodes and connections. The calculation time increases b e c a u s e in the fully 
connected network, all the connections from hidden layer to output layer need value 
propagations, error calculations, and weight updates in each case . Thus, the network with 2 
output neurons is selected to minimize the calculation time for extra nodes . 
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5 point 1 point 3 H i d d e n L a y e r 

T h e r e a r e n o p r e d e f i n e d r u l e s o r m e t h o d s f o r d e t e r m i n i n g t h e n u m b e r s of h i d d e n l a y e r s 

a n d t h e n u m b e r s of n e u r o n s in e a c h l a y e r . In o r d e r t o d e t e r m i n e t h e o p t i m a l n u m b e r s of h i d d e n 

l a y e r s a n d h i d d e n n e u r o n s , v a r i o u s t o p o l o g i e s n e e d t o b e e x a m i n e d t o s e l e c t a n a p p r o p r i a t e 

a p p r o a c h . In t h i s s e c t i o n , p e r f o r m a n c e of s e v e r a l h i d d e n t o p o l o g i e s i s e v a l u a t e d a n d t h e o p t i m a l 

s o l u t i o n is p r e s e n t e d . 

5 point 1 point 3 point 1 S i n g l e H i d d e n L a y e r N e u r a l N e t w o r k 

In t h e e x p e r i m e n t s d e s c r i b e d in t h i s s e c t i o n , n e u r a l n e t w o r k s w i t h o n e h i d d e n l a y e r 

c o n s i s t i n g of v a r i o u s n u m b e r s of h i d d e n n e u r o n s a r e e x a m i n e d . D u e t o t h e s i m i l a r i t y in t h e 

p e r f o r m a n c e of t h e n e t w o r k s , w h i c h h a v e s i m i l a r n u m b e r s of h i d d e n n e u r o n s , s o m e h y p o t h e t i c a l 

t o p o l o g i e s w e r e c h o s e n t o e x a m i n e t h e b e h a v i o r of n e t w o r k s w i t h v a r i o u s t o p o l o g i e s . In o u r 

e x p e r i m e n t s , n e t w o r k s w i t h o n e h i d d e n l a y e r c o n s i s t i n g of n a m e l y , o n e , s e v e n , f o u r t e e n , t w e n t y 

e i g h t , a n d t h i r t y f i v e n e u r o n s a r e c o n s t r u c t e d . F o r e a c h e x p e r i m e n t , t h e t r a i n i n g a n d t e s t i n g 

p r o c e s s w e r e p e r f o r m e d in b o t h i n c r e m e n t a l a n d b a t c h a l g o r i t h m s . T h e p e r f o r m a n c e a n d t h e 

e r r o r g e n e r a t e d b y t h e s e n e t w o r k s a r e c o m p a r e d h e r e . 

5 point 1 point 3 point 1 point 1 S i n g l e N e u r o n i n t h e H i d d e n L a y e r 

F i g u r e 5 point 9 i l l u s t r a t e s t h e t o p o l o g y of n e u r a l n e t w o r k w i t h 2 8 i n p u t n e u r o n s , o n e h i d d e n 

n e u r o n , a n d t w o o u t p u t n e u r o n s . 

F igu re 5 point 9: Fully C o n n e c t e d Ne twork in Normal T o p o l o g y wi th 1 Hidden N e u r o n a n d 2 O u t p u t N e u r o n s . 
Circles represent neurons and lines present weighted connect ions. Green neurons are the bias of the network. Blue 

lines are positive weights and red lines are negative weights. 
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T h e p e r f o r m a n c e of t h e n e u r a l n e t w o r k i s o b s e r v e d d u r i n g b o t h i n c r e m e n t a l a n d b a t c h 

l e a r n i n g a l g o r i t h m s . F i g u r e 5 point 1 0 s h o w s t h e r e s u l t of t r a i n i n g w i t h t h e i n c r e m e n t a l a l g o r i t h m , 

l i n e a r e r r o r f u n c t i o n , a n d G a u s s i a n a c t i v a t i o n f u n c t i o n . A s i l l u s t r a t e d in t h e f i g u r e , t h e n e t w o r k 

f a i l s t o l e a r n w i t h t h i s m e t h o d . T h e r e s u l t of t r a i n i n g w i t h t h e b a t c h a l g o r i t h m in c o m b i n a t i o n w i t h 

t a n h e r r o r f u n c t i o n a n d G a u s s i a n a c t i v a t i o n f u n c t i o n is s h o w n in F i g u r e 5 point 1 1 . A s it c a n b e s e e n 

in F i g u r e 5 point 1 2 , t h e r e s u l t i n g t r a i n e d n e t w o r k is u n a b l e t o p r e d i c t a n y of t h e t a r g e t v a l u e s of t e s t 

d a t a c o r r e c t l y . 

F igu re 5 point 10: Mean S q u a r e Er ro r d u r i n g Tra in ing of Ne twork with 1 h i d d e n N e u r o n wi th I n c r e m e n t a l Algor i thm. 
Horizontal bar p resen t s e p o c h s and vertical bar p resen t s mean squa re of error. 

F igu re 5 point 11: Mean S q u a r e Er ror d u r i n g Tra in ing of Ne twork wi th 1 h i d d e n N e u r o n with Ba tch Algor i thm. 
Horizontal bar p resen t s e p o c h s and vertical bar p resen t s mean squa re of error. 



4 8 

F igu re 5 point 12: C a l c u l a t e d O u t p u t versus Des i r ed O u t p u t a f t e r t r a in ing in Inc r emen ta l a l g o r i t h m of a n e t w o r k wi th 1 
h i d d e n n e u r o n . Horizontal bar shows different s a m p l e s and vertical bars show value of outputs. Green dots 

demons t ra te desired output, and red dots calculated outputs by network. 

5 point 1 point 3 point 1 point 2 S e v e n N e u r o n s i n t h e H i d d e n L a y e r 

A s it w a s s h o w n in t h e p r e v i o u s s e c t i o n , t h e t o p o l o g y w i t h a s i n g l e h i d d e n n e u r o n c o u l d 

n o t c a l c u l a t e t h e c o r r e c t t a r g e t s . S o , in t h i s s e c t i o n , t h e n u m b e r of h i d d e n n e u r o n s i s i n c r e a s e d 

in t h e s i n g l e h i d d e n l a y e r a n d t h e p e r f o r m a n c e of t h e n e u r a l n e t w o r k is e v a l u a t e d . 

F i g u r e 5 point 1 3 i l l u s t r a t e s t h e n e t w o r k w i t h 7 n e u r o n s in t h e h i d d e n l a y e r . 

F igu re 5 point 13: Fully C o n n e c t e d Ne twork in Normal T o p o l o g y with 1 Hidden Layer C o n s i s t i n g 7 N e u r o n s a n d 2 
O u t p u t N e u r o n s . Circles represent neurons and lines present weighted connect ions. Green neurons a re the bias of 

the network. Blue lines are positive weights and red lines are negative weights. 
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F i g u r e s 5 point 1 4 a n d 5 point 1 5 s h o w t h e p e r f o r m a n c e of t h e n e t w o r k o v e r i n c r e m e n t a l a n d b a t c h 

a l g o r i t h m s r e s p e c t i v e l y . A s it i s d e m o n s t r a t e d in t h e d i a g r a m s , t h e n e t w o r k l e a r n s a f t e r 3 9 

e p o c h s u s i n g t h e i n c r e m e n t a l m e t h o d a n d a f t e r 4 6 9 e p o c h s u s i n g t h e b a t c h s t r a t e g y . 

F igu re 5 point 14: Mean S q u a r e Er ro r d u r i n g Tra in ing of Ne twork with 1 h i d d e n Layer C o n s i s t i n g 7 N e u r o n s with 
I n c r e m e n t a l A lgor i thm. Horizontal bar p resen t s e p o c h s and vertical bar p resen t s mean squa re of error. 

F igu re 5 point 15: Mean S q u a r e Er ro r d u r i n g Tra in ing of Ne twork with 1 h i d d e n Layer C o n s i s t i n g 7 N e u r o n s wi th 
Ba tch Algor i thm. Horizontal bar p resen t s e p o c h s and vertical bar p resen t s mean squa re of error. 
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5 point 1 point 3 point 1 point 3 F o u r t e e n N e u r o n s i n t h e H i d d e n L a y e r 

A s it w a s s h o w n in t h e p r e v i o u s s e c t i o n , i n c r e a s i n g t h e n u m b e r of n e u r o n s f r o m o n e t o 

s e v e n b o o s t s t h e l e a r n i n g p e r f o r m a n c e of t h e n e u r a l n e t w o r k . In o r d e r t o i n v e s t i g a t e t h e 

a c c u r a c y of t h e t r e n d a n d t o f i n d o p t i m a l n u m b e r s of h i d d e n n e u r o n s , a n e t w o r k w i t h 1 4 h i d d e n 

n e u r o n s w a s e x a m i n e d w i t h b o t h s t r a t e g i e s . F i g u r e 5 point 1 6 s h o w s t h e t o p o l o g y of t h i s n e t w o r k . 

F igu re 5 point 16: Fully C o n n e c t e d Ne twork in Normal T o p o l o g y wi th 1 Hidden Layer C o n s i s t i n g 14 N e u r o n s a n d 2 
O u t p u t N e u r o n s . Circles represent neurons and lines present weighted connect ions. Green neurons a re the bias of 

the network. Blue lines are positive weights and red lines are negative weights. 

F i g u r e s 5 point 1 7 a n d 5 point 1 8 s h o w t h e o u t c o m e of M e a n S q u a r e E r r o r s of l e a r n i n g d u r i n g t h e 

i n c r e m e n t a l a n d b a t c h a l g o r i t h m s , r e s p e c t i v e l y . F i g u r e 5 point 1 7 s h o w s t h a t t h e l e a r n i n g t i m e 

( n u m b e r of e p o c h s ) of t h e n e t w o r k i s 5 2 e p o c h s , w h i c h is l a r g e r in c o m p a r i s o n w i t h t h e p r e v i o u s 

e x p e r i m e n t w i t h s e v e n h i d d e n n e u r o n s . 

F igu re 5 point 17: Mean S q u a r e Er ro r d u r i n g Tra in ing of Ne twork wi th 1 h i d d e n Layer C o n s i s t i n g 14 N e u r o n s with 
I n c r e m e n t a l A lgor i thm. Horizontal bar p resen t s e p o c h s and vertical bar p resen t s mean squa re of error. 
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F igu re 5 point 18: Mean S q u a r e Er ro r d u r i n g Tra in ing of Ne twork wi th 1 h i d d e n Layer C o n s i s t i n g 14 N e u r o n s with 
Ba tch Algor i thm. Horizontal bar p resen t s e p o c h s and vertical bar p resen t s mean squa re of error. 

5 point 1 point 3 point 1 point 4 T w e n t y E i g h t N e u r o n s i n t h e H i d d e n L a y e r , a n d B e y o n d 

In t h i s s e c t i o n , n e u r a l n e t w o r k s w i t h 2 8 a n d 3 5 n e u r o n s in a s i n g l e h i d d e n l a y e r a r e 

e x a m i n e d a n d t h e r e s u l t s a r e p r e s e n t e d . 

F i g u r e 5 point 1 9 s h o w s a t o p o l o g y w i t h a s i n g l e h i d d e n l a y e r w i t h 2 8 n e u r o n s . F i g u r e 5 point 2 0 

w h i c h s h o w s t h e p e r f o r m a n c e of t h e n e u r a l n e t w o r k u s i n g t h e i n c r e m e n t a l a l g o r i t h m is f o l l o w e d 

b y F i g u r e 5 point 2 1 i l l u s t r a t i n g t h e p e r f o r m a n c e of t h e s a m e n e t w o r k u s i n g b a t c h a l g o r i t h m . A s it c a n 

b e s e e n in t h e s e d i a g r a m s , t h e n e u r a l n e t w o r k w i t h 2 8 h i d d e n n e u r o n s h a s a b e t t e r 

p e r f o r m a n c e c o m p a r i n g t o t h e p r e v i o u s e x p e r i m e n t . 

F igu re 5 point 19: Fully C o n n e c t e d Ne twork in Normal T o p o l o g y wi th 1 Hidden Layer C o n s i s t i n g 28 N e u r o n s a n d 2 
O u t p u t N e u r o n s . Circles represent neurons and lines present weighted connect ions. Green neurons a re the bias of 

the network. Blue lines are positive weights and red lines are negative weights. 
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F igu re 5 point 20: Mean S q u a r e Er ro r d u r i n g Tra in ing of Ne twork wi th 1 h i d d e n Layer C o n s i s t i n g 28 N e u r o n s with 
I n c r e m e n t a l A lgor i thm. Horizontal bar p resen t s e p o c h s and vertical bar p resen t s mean squa re of error. 

F igu re 5 point 21: Mean S q u a r e Er ro r d u r i n g Tra in ing of Ne twork wi th 1 h i d d e n Layer C o n s i s t i n g 28 N e u r o n s with 
Ba tch Algor i thm. Horizontal bar p resen t s e p o c h s and vertical bar p re sen t s mean squa re of error 
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F i n a l l y , t h e e x p e r i m e n t w a s r e p e a t e d w i t h 3 5 h i d d e n n e u r o n s i n s i n g l e h i d d e n l a y e r . T h e 

t o p o l o g i e s o f t h e n e t w o r k , t h e p e r f o r m a n c e u s i n g t h e i n c r e m e n t a l a n d b a t c h a l g o r i t h m s a r e 

p r e s e n t e d i n F i g u r e s 5 point 2 2 , 5 point 2 3 , a n d 5 point 2 4 , r e s p e c t i v e l y . 

F i g u r e 5 point 2 2 : F u l l y C o n n e c t e d N e t w o r k in N o r m a l T o p o l o g y w i t h 1 H i d d e n L a y e r C o n s i s t i n g 3 5 N e u r o n s a n d 2 O u t p u t N e u r o n s . C i r c l e s r e p r e s e n t n e u r o n s , 

a n d l i n e s p r e s e n t w e i g h t e d c o n n e c t i o n s . G r e e n n e u r o n s a r e t h e b i a s of t h e n e t w o r k . B l u e l i n e s a r e p o s i t i v e w e i g h t s , a n d r ed l i n e s a r e n e g a t i v e w e i g h t s . 

F i g u r e 5 point 2 3 : M e a n S q u a r e E r r o r d u r i n g T r a i n i n g o f N e t w o r k w i t h 1 h i d d e n L a y e r C o n s i s t i n g 3 5 N e u r o n s w i t h 

I n c r e m e n t a l A l g o r i t h m . H o r i z o n t a l b a r p r e s e n t s e p o c h s , a n d v e r t i c a l b a r p r e s e n t s m e a n s q u a r e of e r ro r . 



54 

Figure 5 point 24: Mean Square Error during Training of Network with 1 hidden Layer Consisting 35 Neurons with 
Batch Algorithm. Horizontal bar presents epochs, and vertical bar presents mean square of error. 

5 point 1 point 3 point 1 point 5 C o n c l u s i o n 

In this section, the performance of neural network with various numbers of hidden 
neurons w a s compared. The results of t he se comparisons with the incremental and batch 
algorithms can be individually s e e n in Figure 5 point 25 and Figure 5 point 26. 

As the incremental comparison figure shows (Figure 5 point 25), there is no learning for a 
network with a single hidden neuron. The learning time and Mean Square Error of neural 
networks increase when adding hidden neurons, except for the network with 28 hidden neurons. 

The performance and learning time of a network with a single hidden layer containing 7 
and 28 neurons is similar. Both networks learn in about 40 epochs . Despite the fact that a 
smaller number of neurons in the network results in much shorter computation time and memory 
u s a g e during learning, the performance of t he se two networks is compared for the batch 
algorithm. In large training sets, the extra computation time is compensa ted by much faster 
learning. 

As a result, batch method performs much better with 28 hidden neurons neural network. 
Figure 5 point 26 shows that a network with 28 hidden neurons learns in about 205 epochs whe reas it 
t akes about 469 epochs for a network with 7 neurons to learn with batch algorithm. 

Altogether, the overall performance of the topology with 28 hidden neurons in a single 
hidden layer is better than that of other topologies. In the next section, various combinations of 
multilayer topologies are evaluated and the results are compared with the conclusion of this 
section in order to determine the optimal solution. 
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Figure 5 point 25: Hidden Layer. Comparison of Mean Square Errors of Networks with 1 Hidden Layer during 
Incremental Algorithm, Linear Error Function, and Gaussian Activation Function. Horizontal bar presents 

epochs and vertical bar presents mean square of error. The number on each diagram shows the number of hidden 
neurons. 

Figure 5 point 26: Hidden Layer. Comparison of Mean Square Errors of Networks with 1 Hidden Layer during Batch 
Algorithm. Horizontal bar presents epochs and vertical bar presents mean square of error. The number on each 

diagram shows the number of hidden neurons. 
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5 point 1 point 3 point 2 Multi Hidden Layer Neural Network 

After finding the best topology for a neural network with a single layer, various 
combinations of neural networks with more than one hidden layer were explored. Due to the 
similarity in the performance of the networks, which have similar numbers of hidden neurons, 
s o m e hypothetical topologies are chosen to examine the behavior of networks with various 
topologies. In the following sections, s e v e n - s e v e n hidden layer structure (seven neurons in first 
hidden layer and seven neurons in second hidden layer), four teen-seven hidden layer structure, 
four teen-four teen hidden layer structure, and hidden layer structure with more neurons a r e 
explained. 

5 point 1 point 3 point 2 point 1 S e v e n - S e v e n H i d d e n L a y e r S t r u c t u r e 

In order to evaluate the effect of adding more hidden layers on the performance of 
neural networks, a network with two hidden layers, each containing seven neurons is 
constructed a s shown in Figure 2 point 27. Figure 2.28 shows that the neural network learns after 88 
epochs using incremental algorithm and Figure 2 point 29 shows the performance of the s a m e 
network using batch algorithm. 

Figure 5 point 27: Fully Connected Network in Normal Topology with 2 Hidden Layers Consisting of 7 Neurons 
each and 2 Output Neurons. Circles represent neurons, and lines present weighted connections. Green neurons 

are the bias of the network. Blue lines are positive weights and red lines are negative weights. 
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Figure 5 point 28: Mean Square Error during Training of Network 2 Hidden Layers Consisting 7 Neurons each, with 
Incremental Algorithm. Horizontal bar presents epochs and vertical bar presents mean square of error. 

Figure 5 point 29: Mean Square Error during Training of Network 2 Hidden Layers Consisting 7 Neurons each, with 
Batch Algorithm. Horizontal bar presents epochs and vertical bar presents mean square of error 
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5 point 1 point 3 point 2 point 2 F o u r t e e n - S e v e n H i d d e n L a y e r S t r u c t u r e 

Figure 2 point 30 shows the topology of a network with first hidden layer containing fourteen 
neurons and second hidden layer containing seven neurons. As it can be s e e n in Figure 2 point 31, 
the network learns after 60 epochs which is faster learning than the s e v e n - s e v e n structure. 
Figure 2 point 32 shows the performance of the network in batch algorithm. 

Figure 5 point 30: Fully Connected Network in Normal Topology with 2 Hidden Layers Consisting 14, and 7 
Neurons and 2 Output Neurons. Circles represent neurons and lines present weighted connections. Green 

neurons are the bias of the network. Blue lines are positive weights and red lines are negative weights. 

Figure 5 point 31: Mean Square Error during Training of Network 2 Hidden Layers Consisting 14, and 7 Neurons, 
with Incremental Algorithm. Horizontal bar presents epochs and vertical bar presents mean square of error 
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Figure 5 point 32: Mean Square Error during Training of Network 2 Hidden Layers Consisting 14, and 7 Neurons, 
with Batch Algorithm. Horizontal bar presents epochs and vertical bar presents mean square of error. 

5 point 1 point 3 point 2 point 3 F o u r t e e n - F o u r t e e n H i d d e n L a y e r S t r u c t u r e 

As it w a s presented in the previous sections, the network with 28 hidden neurons 
performs best for neural networks with a single hidden layer. Hence, the performance of a 
network with 28 neurons equally divided in two hidden layers w a s observed. Figure 5 point 33 shows 
the topology of this network. As it is shown in Figure 5 point 34, this structure learns at 83 epochs 
which is slower than the previous structure. 

Figure 5 point 33: Fully Connected Network in Normal Topology with 2 Hidden Layers Consisting 14 Neurons each 
and 2 Output Neurons. Circles represent neurons and lines present weighted connections. Green neurons are the 

bias of the network. Blue lines are positive weights and red lines are negative weights. 
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Figure 5 point 34: Mean Square Error during Training of Network with 2 Hidden Layers Consisting 14 Neurons 
each, with Incremental Algorithm. Horizontal bar presents epochs and vertical bar presents mean square of error. 

Figure 5 point 35 illustrates the performance of a network with two hidden layers, each 
consisting of fourteen neurons during batch learning. 

Figure 5 point 35: Mean Square Error during Training of Network with 2 Hidden Layers Consisting 14 Neurons 
each, with Batch Algorithm. Horizontal bar presents epochs and vertical bar presents mean square of error. 
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5 point 1 point 3 point 2 point 4 H i d d e n L a y e r S t r u c t u r e w i t h M o r e N e u r o n s 

In t h i s s e c t i o n , o t h e r n e u r a l n e t w o r k s w i t h t w o h i d d e n l a y e r s a r e e x a m i n e d . F i g u r e 5 point 3 6 

i l l u s t r a t e s t h e n e t w o r k w i t h 4 8 n e u r o n s e q u a l l y d i v i d e d in t w o h i d d e n l a y e r s in o r d e r t o 

i n v e s t i g a t e t h e e f f e c t of h a v i n g t w o l a y e r s of t h e o p t i m a l s i n g l e l a y e r s t r u c t u r e s . T h e 

p e r f o r m a n c e of t h e n e t w o r k d u r i n g i n c r e m e n t a l a n d b a t c h a l g o r i t h m s i s p r e s e n t e d in F i g u r e s 

5 point 3 7 a n d 5 point 3 8 , r e s p e c t i v e l y . 

F igu re 5 point 36: Fully C o n n e c t e d Ne twork in Normal T o p o l o g y wi th 2 Hidden N e u r o n C o n s i s t i n g 28 N e u r o n s e a c h 
a n d 2 O u t p u t N e u r o n s . Circles represent neurons and lines present weighted connect ions. Green neurons are the 

bias of the network. Blue lines a re positive weights and red lines a re negative weights. 

F igu re 5 point 37: Mean S q u a r e Er ro r d u r i n g Tra in ing of Ne twork with 2 Hidden L a y e r s C o n s i s t i n g 28 N e u r o n s 
e a c h , with I n c r e m e n t a l A lgor i thm. Horizontal bar p resen t s e p o c h s and vertical bar p resen t s mean squa re of error. 
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Figure 5 point 38: Mean Square Error during Training of Network with 2 Hidden Layers Consisting 28 Neurons 
each, with Batch Algorithm. Horizontal bar presents epochs and vertical bar presents mean square of error. 

5 point 1 point 4 C o n c l u s i o n 

To conclude this section, Mean Square Errors of multi-hidden layer networks are 
compared in Figure 5 point 39. four teen-seven structure shows faster learning among all multi-layer 
networks. 

Figure 5 point 39: Hidden Layer. Comparison of Mean Square Errors of Networks with 2 Hidden Layers during 
Incremental Algorithm. Horizontal bar presents epochs and vertical bar presents mean square of error. The 
number on each diagram shows the number of Hidden Neurons in first and second hidden layer, respectively. 
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In order to make a final decision, the result of multi-layer network performance is 
compared with the optimal solution of networks with a single hidden layer in Figure 5 point 40. As 
s e e n in the figure, the network with 28 hidden neurons in a single hidden layer yields much 
smaller overall error and faster learning. Increasing the number of hidden layers continues to 
add learning time and overall learning error. As a result, the optimal topology of 28 neurons in a 
single layer is used for the rest of this project. 

Figure 5 point 40: Hidden Layer. Comparison of Mean Square Errors of Networks with 1 and 2 Hidden Layers 
during Incremental Algorithm. Horizontal bar presents epochs and vertical bar presents mean square of error. The 

number on each diagram shows the number of hidden neurons in first and second hidden layer, respectively. 
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5 point 2 Normal versus C a s c a d e t o p o l o g y 

As mentioned in chapter 4, one of the approaches to creating network topologies is 
c a s c a d e training in which training starts with empty neural network. Empty neural networks don't 
contain any hidden layers. Hidden layers - each containing one representative, shortcut neuron 
of all possible hidden neurons - a re added to the network a s training progresses . 

In this section, the results of training and testing with normal and c a s c a d e methods are 
evaluated. 

The network resulting from the c a s c a d e training approach to this particular problem 
contains one hidden neuron in one hidden layer and selected topology so far contains a hidden 
layer with 28 hidden neurons, a s shown in Figures 4 point 3 and 4 point 5 respectively. 

In order to examine t he se methods, networks with desired topologies, algorithms, and 
parameters were constructed and training w a s performed. In these experiments, Gauss ian 
activation function and linear error function were used for incremental learning. Then, training 
continues and weights were adjusted to the point at which mean square of error drops under a 
certain threshold. In the testing process, the trained network w a s presented with a new se t of 
sample data, and the outputs of trained network and desired outputs were compared. 

For the purpose of comparing the two methods, speed of learning in training process 
and mean square of error in testing process are compared. Figure 5 point 41 illustrates the outputs of 
networks before any training happens . The upper and lower pictures show the results of two 
different output neurons. As s e e n in the figure, the mode of calculated output data is 0 point 5 with a 
very small s tandard deviation from the mean, which shows that the network is not able to predict 
any outputs. 
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Figu re 5 point 41: C a l c u l a t e d O u t p u t versus Des i r ed O u t p u t b e f o r e t r a in ing . Horizontal bar shows different e p o c h s and 
vertical bars show value of outputs. Green dots demons t ra te desired outputs, and red dots calculated outputs by network. 
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5 point 2 point 1 N o r m a l N e t w o r k ' s L e a r n i n g 

As stated in chapter 4, the stopping factor of algorithms in this project is 0 point 0 0 1. This 
m e a n s that learning over input samples continues until the mean square of difference between 
the desired outputs and calculated outputs of the se t is less than 0 point 0 0 1. As explained before, 
choosing a smaller value for this threshold may result in over-learning. 

For the network with 28 hidden neurons, the mean square of error has a decreasing 
exponential function (Figure 5 point 42) and drops rapidly. 

Figure 5 point 42: Mean Square Error during Training of Normal Topology. 
Horizontal bar presents epochs and vertical bar presents mean square of error. 



67 

5 point 2 point 2 C a s c a d e N e t w o r k ' s L e a r n i n g 

Running c a s c a d e learning using the s a m e network settings shows that the learning has 
a decreasing linear function and the error rate does not decline a s quickly a s expected. 
Furthermore, learning speed is much lower than that of the previous method. As Figure 5 point 43 
illustrates, the mean square of errors d o e s not reach 0 point 0 0 1 until about 180 epochs . 

Figure 5 point 43: Mean Square Error during Training of Cascade Learning. 
Horizontal bar presents epochs and vertical bar presents mean square of error. 
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5 point 2 point 3 N o r m a l N e t w o r k ' s E r r o r R a t e 

A f t e r t h e t r a i n i n g a n d t e s t p r o c e s s , t h e c o m p a r i s o n b e t w e e n i n d i v i d u a l c a l c u l a t e d o u t p u t s 

a n d d e s i r e d o u t p u t s i s e v a l u a t e d t o d e t e r m i n e t h e s u c c e s s of t h e t r a i n i n g m e t h o d . F i g u r e 5 point 4 4 

s h o w s h o w w e l l n o r m a l t o p o l o g y is p e r f o r m i n g . T h e p e r f o r m a n c e of n e t w o r k is a s s e s s e d 

i n d i v i d u a l l y f o r e a c h of t h e t w o o u t p u t n e u r o n s . T h e p i c t u r e a t t h e t o p of t h e f i g u r e s h o w s t h e 

r e s u l t s of t h e f i r s t o u t p u t n e u r o n , a n d t h e p i c t u r e a t t h e b o t t o m of t h e f i g u r e s h o w s t h e r e s u l t s of 

t h e s e c o n d o u t p u t n e u r o n . T h e o v e r a l l M e a n S q u a r e E r r o r of t h i s t e s t i s 0 point 0 0 1 5 7 a t e p o c h 3 7 . 

F igu re 5 point 44: C a l c u l a t e d O u t p u t versus Des i r ed O u t p u t a f t e r Tra in ing in Normal T o p o l o g y . Horizontal bar s hows 
different e p o c h s and vertical bars show value of outputs. Green dots demons t ra te desired outputs, and red dots calculated outputs by 

network. 
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5 point 2 point 4 C a s c a d e N e t w o r k ' s E r r o r R a t e 

S i m i l a r l y t o w h a t it w a s s a i d in t h e p r e v i o u s s e c t i o n , t h e t e s t p r o c e s s w a s e x e c u t e d u s i n g 

t h e c a s c a d e n e t w o r k a f t e r t r a i n i n g . F i g u r e 5 point 4 5 p r e s e n t s c o m p a r i s o n b e t w e e n d e s i r e d o u t p u t s 

a n d c a l c u l a t e d o u t p u t s of t h e t r a i n e d n e t w o r k . F u r t h e r m o r e , t h e o u t p u t s w e r e e v a l u a t e d f o r e a c h 

o u t p u t n e u r o n i n d i v i d u a l l y . 

F igu re 5 point 45: C a l c u l a t e d O u t p u t versus Des i red O u t p u t a f t e r Tra in ing in C a s c a d e T o p o l o g y . Horizontal bar shows 
different s a m p l e s and vertical bars show value of outputs. Green dots demons t ra t e desired outputs, and red dots calculated outputs by network. 
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5 point 2 point 5 C o n c l u s i o n 

The comparison of learning s p e e d s and error rates were performed with other activation 
functions and parameters used in this project; however, due to the similarity of the resulting 
behavior to other experiments, they are not included in this document. Overall, the speed of 
learning in normal topology could increase up to ten times compared to that of the c a s c a d e 
training; and with much smaller Mean Square Error. 

For the normal topology, a network with 28 neurons in a single layer has the best overall 
performance among all the topologies. Adding extra layers and neurons to the network 
increases the computing time and memory usage , in addition to slowing down the learning 
process with no apparent improvement in performance. 

As the normal topology shows faster learning and smaller error rate, that topology is 
used for this project. 
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5 point 3 I n c r e m e n t a l versus B a t c h l e a r n i n g 

B o t h i n c r e m e n t a l l e a r n i n g a n d b a t c h l e a r n i n g a r e f e e d f o r w a r d , b a c k p r o p a g a t i o n 

a l g o r i t h m s . T h e s t a n d a r d b a c k p r o p a g a t i o n a l g o r i t h m is i n c r e m e n t a l ; t h e w e i g h t s of c o n n e c t i o n s 

a r e u p d a t e d a f t e r e a c h i n p u t s a m p l e p a t t e r n . T h i s m e t h o d i n v o l v e s m a n y c a l c u l a t i o n s in 

c o m p a r i s o n t o b a t c h m e t h o d . B a t c h m e t h o d c h a n g e s t h e w e i g h t s a f t e r c a l c u l a t i n g t h e m e a n 

s q u a r e e r r o r of e a c h t r a i n i n g e p o c h . F o r t h i s s e c t i o n , b o t h i n c r e m e n t a l a n d b a t c h m e t h o d s w e r e 

p e r f o r m e d o n t h e s a m p l e d a t a a n d t h e i r p e r f o r m a n c e is c o m p a r e d . T h e r e s u l t s of i n c r e m e n t a l 

a n d b a t c h a l g o r i t h m s c a n b e s e e n in F i g u r e s 5 point 4 6 a n d 5 point 4 7 r e s p e c t i v e l y . 

F igu re 5 point 46: I n c r e m e n t a l Lea rn ing Algor i thm 

F igu re 5 point 47: Ba t ch Lea rn ing Algor i thm 
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Running incremental algorithm shows that learning occurs quickly whe reas default batch 
algorithm never learns and has a very high Mean Square Error value of 8 9 6 6 7 point 7 1 9. Executing 
the test on a trained network with the default batch algorithm results in outputs which are shown 
in Figure 5 point 48. The two diagrams below show the results for two individual output neurons. 

Figu re 5 point 48: Ca l cu l a t ed O u t p u t versus. Des i r ed O u t p u t a f t e r B a t c h l ea rn ing Algor i thm. Horizontal bar s h ows 
different s a m p l e s and vertical bars show value of outputs. Green dots demons t ra t e desired outputs, and red dots 

calculated outputs by network. 
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C h a n g i n g t h e s e t t i n g s , e r r o r f u n c t i o n s , o r a c t i v a t i o n f u n c t i o n s of i n d i v i d u a l n e u r o n s in 

h i d d e n a n d o u t p u t l a y e r s , e t c . , c a n r e s u l t in e v e n t u a l l e a r n i n g w i t h b a t c h a l g o r i t h m a s s h o w n in 

F i g u r e 5 point 4 9 . 

A l t h o u g h t h e n e t w o r k c a n l e a r n w i t h s p e c i a l s e t t i n g s of b a t c h l e a r n i n g , t h e p e r f o r m a n c e 

of i n c r e m e n t a l m e t h o d is g e n e r a l l y m o r e e f f i c i e n t . T h e d e t a i l s of t h e c o m p a r i s o n b e t w e e n b a t c h 

l e a r n i n g a n d i n c r e m e n t a l l e a r n i n g a r e i n c l u d e d in t h e f o l l o w i n g s e c t i o n s . 

F igu re 5 point 49: Comparison be tween different settings, and algorithm for batch learning. 

F u r t h e r m o r e , t h e l e a r n i n g g e t s f a s t e r b y r e d u c i n g t h e s t e p s i z e b e t w e e n t h e i n t e r v a l s t h a t 

t h e M e a n S q u a r e E r r o r i s r e p o r t i n g . B y d e c r e a s i n g t h e s t e p s b e t w e e n t h e s e r e p o r t s , t h e o v e r a l l 

M e a n S q u a r e E r r o r d e c r e a s e s a s w e l l . 

D e c r e a s i n g s t e p s in b a t c h m e t h o d m a k e s t h e l e a r n i n g m o r e s i m i l a r t o i n c r e m e n t a l 

m e t h o d . T h e p e r f o r m a n c e of b a t c h a l g o r i t h m w i t h v a r i o u s s t e p s i z e s i s s h o w n in F i g u r e 5 point 5 0 . 

F igu re 5.50: C o m p a r i s o n of Mean S q u a r e E r ro r s d u r i n g Ba tch l ea rn ing wi th d i f f e r en t s t e p f a c t o r . 
Horizontal bar p resen t s e p o c h s and vertical bar p resen t s mean squa re of error. 
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The mean square of error is decreasing and the performance is increasing by 
decreasing the step size. Hence, batch algorithm was evaluated with the step value of one. As a 
result, even after 200 epochs, the value of Mean Square Error does not drop below the stopping 
factor; which was 0 point 0 0 1. The result of this experiment is shown in Figure 5 point 51. 

Figure 5 point 51: Mean Square Error during Training of Batch learning with step equal to one. 
Horizontal bar presents epochs and vertical bar presents mean square of error. 

Figure 5 point 52: Comparison of Mean Square Errors during Training of Linear learning and Batch learning with 
step equal to one. Horizontal bar presents epochs and vertical bar presents mean square of error. 

Counterintuitively, in spite of continuing to decrease the interval of reporting Mean 
Square Error, the performance of batch method is not similar to that of incremental method. The 
difference of the two strategies is illustrated in Figure 5 point 52. 



75 

5 point 4 Algorithms' Performance 

5 point 4 point 1 Error Function 

During the classification, the weights were adjusted to calculate outputs closer to desired 
outputs for new input patterns. The network can use several error functions to measure the 
errors. In this section, linear and tangent error functions are evaluated for incremental and batch 
algorithms. Comparing the performance of the network for various error functions and 
algorithms allows to select best strategies for solving classification problems. 

5 point 4 point 1 point 1 Linear Error Function 

Executing training on the network with linear error function showed that linear error 
function in combination with incremental algorithm performed better comparing to linear error 
function with batch algorithm. Each algorithm was examined with various parameter settings 
and several activation functions, and the incremental algorithm generally demonstrated better 
performance. A sample comparison of the behavior of the network during training sessions with 
these algorithms is shown in Figure 5 point 53. 

Figure 5 point 53: Linear Error Function. Comparison of Mean Square Errors during Incremental and Batch training 
Algorithm. Horizontal bar presents epochs and vertical bar presents mean square of error. 
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5 point 4 point 1 point 2 Tanh Error Func t ion 

Another option for calculating the errors during training is tanh function. In this section, 
incremental and batch algorithms are evaluated in combination with tanh error function with 
various parameter settings and activation functions. A sample comparison between the 
outcomes is presented in Figure 5 point 54. As it can be s e e n in the figure, tanh error function shows 
better performance with batch algorithms. 

Figure 5 point 54: Tanh Error Function. Comparison of Mean Square Errors during Incremental and Batch training 
Algorithm. Horizontal bar presents epochs and vertical bar presents mean square of error. 

5 point 4 point 1 point 3 C o n c l u s i o n 

Linear error function performs better with incremental algorithms and is selected to be 
used in incremental and c a s c a d e learning. On the other hand, tanh error function performs 
better when it is used with batch algorithm and it is not recommended for incremental learning. 
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5 point 4 point 2 A c t i v a t i o n F u n c t i o n s 

In the classification procedure, activation functions are used to transform the activation 
level of individual neurons from their input value to their output value. In this section, linear, 
threshold, sigmoid, Gauss ian, sin, and cosine activation functions are evaluated using 
incremental and batch algorithms. The mean square of errors and learning times are then 
analyzed in order to compose the best strategy to solve the E E G emotional s ta te classification. 

As presented in section 5 point 4 point 1, the linear algorithm performs better with linear error 
function while tanh error function works better with the batch algorithm. Thus, all the trainings 
with individual activation functions were run once using the combination of tanh error function 
and batch algorithm, and another time using the combination of linear error function and 
incremental algorithm. The activation functions of all the neurons were set to the specific 
activation function under investigation. 

5 point 4 point 2 point 1 L i n e a r 

This experiment showed that network w a s unable to learn with batch method and linear 
activation function. Figure 5 point 55 illustrates the performance of network training with batch 
algorithm, tanh error function, and linear activation function. 

As it can be s e e n in the figure, the mean square of error ar ises to a very high value of 
1 7 9 3 6 7 point 7 2 on the second epoch and keeps that value with very small fluctuations. Continuing 
the learning to 1000 epochs shows that the error never drops and network is never trained. 
Thus, this combination is not suitable to solve the E E G emotional s tate classification problem. 

Figure 5 point 55: Linear Activation Function with Batch Algorithm. Horizontal bar presents epochs and vertical 
bar presents mean square of error. 



78 

The next s tep w a s to research the performance of the network with incremental 
algorithm and linear error function. As shown, Mean Square Error starts with a small value of 
0 point 5 6 8 9 and drops quickly. After 37 Epochs, the mean square of errors d e c r e a s e s to 0 point 0 0 0 9 
which is below the stopping point of learning. Figure 5 point 56 shows the performance of the network 
using linear activation function and incremental algorithm. The outputs of the trained network 
with this se tup in testing process and their comparison with desired outputs (targets) for 
individual output neurons are shown in Figures 5 point 56 and 5 point 57. 

Figure 5 point 56: Linear Activation Function with Incremental Algorithm. Horizontal bar presents epochs and vertical 
bar presents mean square of error. 
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Figure 5 point 57: Calculated Output versus Desired Output after training in Normal Topology, Incremental Algorithm, 
Linear Error Function, and Linear Activation Function. Horizontal bar shows different samples and vertical bars 

show value of outputs. Green dots demonstrate desired outputs, and red dots calculated outputs by network. 
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5 point 4 point 2 point 2 T h r e s h o l d 

Training the network failed with threshold activation function both with method one 
(batch algorithm and tanh error function) and method two (incremental algorithm and linear error 
function). The learning process w a s performed for 200 epochs with both strategies. The Mean 
Square Error for batch method w a s a consistent value of 1 point 0 1 3 8 8 and for incremental method 
w a s a consistent value of 0 point 7 3 6 1 1. 

5 point 4 point 2 point 3 S i g m o i d 

Training the network with sigmoid activation function led to the following results. In the 
batch method, learning starts with a small Mean Squa re Error value of 0 point 5 0 0 3 and continues by 
decreasing gradually. The performance of network over presented samples has a decreasing 
exponential function. The value of Mean Square Error at epoch 200 is 0 point 0 3 7 5 7 and network 
slowly continues to learn. Figure 5 point 58 shows the learning performance using this method. 

Figure 5 point 58: Sigmoid Activation Function with Batch Algorithm. Horizontal bar presents epochs and vertical bar 
presents mean square of error. 

The Mean Square Error drops much faster using incremental algorithm and learning 
completes at epoch 190. The mean square of error at epoch 190 is 0 point 0 0 0 9 which is less than 
the learning stopping parameter. The performance of learning is shown in Figure 5 point 59 and the 
comparison between the calculated and desired output for two output neurons in testing is 
shown in Figure 5 point 60. 



81 

Figure 5 point 59: Sigmoid Activation Function with Incremental Algorithm. Horizontal bar presents epochs and 
vertical bar presents mean square of error. 

Figure 5 point 60: Calculated Output vs. Desired Output after training in Normal Topology, Incremental Algorithm, 
Linear Error Function, and Sigmoid Activation Function. Horizontal bar shows different samples and vertical bars 

show value of outputs. Green dots demonstrate desired outputs, and red dots calculated outputs by network. 



82 

5 point 4 point 2 point 4 G a u s s i a n 

Applying Gauss ian activation function resulted in successful learning with both batch and 
incremental methods. Running the batch settings, the mean square of error drops to 0 point 0 0 4 5 in 
200 epochs a s shown in Figure 5 point 61. The learning is much faster with incremental method and 
linear error function. As shown in Figure 5 point 62, the mean square function d e c r e a s e s to 0 point 0 0 0 9 8 
after 40 epochs . The comparison between outputs and targets of incremental method is shown 
in F igu re 5 point 63 . 

Figu re 5 point 61: G a u s s i a n Act iva t ion F u n c t i o n wi th Ba tch Algor i thm. Horizontal bar p resen t s e p o c h s and vertical bar p resen t s mean squa re of 
error. 

Figure 5 point 62: Gaussian Activation Function with Incremental Algorithm. Horizontal bar presents epochs and 
vertical bar presents mean square of error. 



8 3 

F igu re 5 point 63: C a l c u l a t e d O u t p u t versus Des i r ed O u t p u t a f t e r t r a in ing in Normal T o p o l o g y , I n c r e m e n t a l Algor i thm, 
L inear Er ror F u n c t i o n , a n d G a u s s i a n Act iva t ion F u n c t i o n . Horizontal bar s h o w s different s a m p l e s and vertical 
bars show value of outputs. Green dots demons t ra t e desired outputs, and red dots calculated outputs by network. 



84 

5 point 4 point 2 point 5 S ine S y m m e t r i c 

The s a m e procedure presented in the previous sections w a s repeated for sine activation 
function. The network failed to learn with its neurons having sine activation function using both 
batch and incremental methods. 

For batch learning, the mean square of error fell to the value of 0 point 0 0 8 8 but it rose 
afterwards. The mean square of error fluctuates dramatically during the training. The value of 
Mean Square Error w a s 0 point 9 5 5 1 6 after 200 epochs . Figure 5 point 64 shows the performance of sine 
activation function using batch method. 

Figure 5 point 64: Sine Activation Function with Batch Algorithm in 200 Epochs. Horizontal bar presents epochs and 
vertical bar presents mean square of error. 

As the mean square of error fluctuated drastically in the first 200 epochs , the learning 
w a s continued for 1000 epochs in order to observe the progress of the learning. The resulting 
diagram has local fluctuations but the overall mean square of error increases over time. Figure 
5 point 65 illustrates the performance of sine activation function using batch method in 1000 epochs . 
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Figu re 5 point 65: S i n e Act iva t ion F u n c t i o n with Ba tch Algor i thm in 1000 E p o c h s . Horizontal bar p resen t s e p o c h s and 
vertical bar p resen ts mean squa re of error. 

The network showed similar behavior for incremental method. The Mean Square Error 
drops to 0 point 0 2 and grows up again. The Mean Squa re Error at epoch 200 is 1 point 0 5 6 5, a s it is 
shown in Figure 5 point 66. 

Figure 5 point 66: Sine Activation Function with Incremental Algorithm. Horizontal bar presents data points and 
vertical bar presents mean square of error. 
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As it can be s e e n in Figure 5 point 67, the network is unable to predict the targets correctly in 
the test process. 

Figure 5 point 67: Calculated Output versus Desired Output after training in Normal Topology, Incremental Algorithm, 
Linear Error Function, and Sine Activation Function. Horizontal bar shows different samples and vertical bars 

show value of outputs. Green dots demonstrate desired outputs, and red dots calculated outputs by network. 
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5 point 4 point 2 point 6 C o s i n e S y m m e t r i c 

In the experiment described in this section, cosine activation function w a s examined 
using batch and incremental algorithms. Although the network eventually learned in both cases , 
incremental method is much faster and much more efficient for cosine activation function. 

For batch method, the mean square of error drops to 1 point 14 and fluctuates afterwards. 
Figure 5 point 68 illustrates the behavior of the network in 200 epochs . The value of Mean Squa re 
Error is 0 point 1 3 0 2 at epoch 200. The overall mean square of error w a s gradually decreasing during 
the training. Thus, the performance of cosine activation function w a s examined in 1000 epochs . 
As it is shown in Figure 5 point 69, the mean square of error dropped below the learning stopping 
point and the learning stopped at epoch 870. 

Figure 5 point 68: Cosine Activation Function with Batch Algorithm in 200 Epochs. Horizontal bar presents epochs 
and vertical bar presents mean square of error. 
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Figu re 5 point 69: C o s i n e Act iva t ion F u n c t i o n with Ba tch Algor i thm in 1000 E p o c h s . Horizontal bar p re sen t s e p o c h s 
and vertical bar p resen t s mean squa re of error. 

Applying incremental method in combination with cosine activation function and linear 
error function resulted in a successfully trained network after 171 epochs , a s it can be s e e n in 
Figure 5 point 70. The outcomes of testing are shown in Figure 5 point 71. 

Figu re 5 point 70: C o s i n e Act iva t ion F u n c t i o n wi th I n c r e m e n t a l Algor i thm. Horizontal bar p resen t s e p o c h s and vertical 
bar p resen t s mean squa re of error. 
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Figure 5 point 71: Calculated Output versus Desired Output after training in Normal Topology, Incremental Algorithm, 
Linear Error Function, and Cosine Activation Function. Horizontal bar shows different samples and vertical bars 

show value of outputs. Green dots demonstrate desired outputs, and red dots calculated outputs by network. 
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5 point 4 point 2 point 7 C o n c l u s i o n 

The overall Mean Squa re Error and the speed of learning were two main criteria for the 
selection of the best activation function. 

As illustrated in this chapter, incremental learning generally shows better performance; 
especially with linear error function. More compar isons of the speed of batch and incremental 
algorithms are illustrated in Figure 5 point 73. The next s tep w a s comparing activation functions. 
Figure 5 point 72 shows the performance of all the various activation functions analyzed in the 
previous sect ions namely: linear, threshold, sigmoid, Gauss ian, sin, cosine in combination with 
incremental algorithm and linear error function. As it can be s e e n in the diagram, networks with 
sin, and threshold activation function are unable to learn successfully. Networks with sigmoid 
and cosine function are able to learn and Mean Square Error of sigmoid activation function 
drops much faster. However, the problem with t he se two activation functions is the length of the 
training. It t akes the network 171 and 190 epochs to learn with cosine and sigmoid activation 
functions, respectively. Furthermore, linear and Gauss ian activation functions have lower Mean 
Square Errors and their training times are much higher. In the experiments presented in this 
document, network with linear activation function learned after 40 epochs and with Gauss ian 
activation function learned after 37 epochs. Despite a few of epochs of difference in learning 
length and the difference in sum of Mean Square Errors, both activation methods are suitable 
for this classification. 

Figure 5 point 72: Comparison of Performance of Different Activation Functions. Horizontal bar presents 
steps each containing 5 epochs and vertical bar presents mean square of error. 
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Figure 5 point 73 illustrates the comparison between batch and incremental algorithms for the 
activation functions. As it can be s e e n in the diagram, the combination of incremental algorithm 
and linear error function generally yields better results than the combination of batch algorithm 
and tanh error function. The fas tes t strategy for this classification is incremental algorithm, linear 
error function, and Gauss ian activation function. 

Figure 5 point 73: Comparison between Batch, and Incremental Algorithm of Different Activation Functions. 
Horizontal bar presents epochs and vertical bar presents mean square of error. 
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C h a p t e r 6 : C o n c l u s i o n s 

6 point 1 S u m m a r y 

In this project, we accomplished classification of emotional s ta tes into four categories of 
low arousal negative, high arousal negative, low arousal positive, and high arousal positive from 
Computer Sc ience perspective. The project e n c o m p a s s e d three s t a g e s namely: data collection, 
feature extraction, and classification. 

In data collection, after setting up the experiment by playing a number of videos 
representing various c l a s ses of emotional states, E E G brain wave raw data w a s recorded. The 
raw data w a s collected using Emotiv Epoc headset , Resea r ch Edition. The interface to Emotiv 
A P I w a s via a C plus plus program. 

Feature extraction is the critical part of the classification, and feature recognition n e e d s 
domain knowledge and a great deal of data analysis. For this particular problem, the basic 
statistical analysis of data did not show any trend of separation of data into desired categories. 
Thus, there w a s a need to change the dimensionality of the data. Therefore, principal 
components of time and frequency domains were extracted. The combination of a threshold of 
the values of these components constituted suitable feature vector for classification. 

Finally, the last s tep w a s constructing a proper neural network and exploring the best 
parameters for supervised classification. For the performance evaluation of each strategy, the 
neural network w a s constructed, the parameters were set, and the neural network w a s trained 
and tested. The statistical details of performance and analysis of numerous topologies, normal 
and c a s c a d e learning, incremental and batch algorithms were presented. Furthermore, various 
error functions such a s linear and tanh in addition to numerous activation functions such a s 
linear, threshold, Gaussian, sigmoid, sin, and cosine were explored. In conclusion, normal 
topology, incremental learning, and linear error function were found to perform best in 
combination with Gauss ian or linear activation function. 
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6 point 2 C h a l l e n g e s 

Despite the fact that the localized source of E E G data is very consistent ac ross the 
population, the signal is random by the time it gets to the cortex b e c a u s e the cortex is 
individualized similarly to fingerprints. Although the method presented in this project is able to 
classify the E E G raw data into four general emotional states, stepping further and distinguishing 
individual emotions n e e d s much more accura te data. 

In spite of using one of the best non-invasive E E G acquisition devices (Emotiv headset ) 
at the time of this project, the process of collecting accurate data may require repeating each 
experience multiple times. There are s o m e fluctuations in the signal 's quality. T h e s e 
interruptions may due to dried senso r pads, movement of the headset , etc. 

Using the s a m e method for clinical and more advanced problems, and dealing with 
patients, need more research to ensure the reliability of non-invasive E E G acquisition devices. 

Furthermore, feature vector construction for pattern recognition requires d e e p domain 
knowledge. Due to the high dimensionality of the data, extracting right features for classifiers is 
a challenge. Data should be explored from different perspect ives to identify features. The nature 
of such data g o e s beyond the statistical characteristics of the data and requires studying the 
data in various domains and in numerous dimensions in addition to exploring the correlation 
between various variables. 

C h a p t e r 7 : F u t u r e W o r k 

The project could be extended by recognizing patterns for individual feelings in each of 
the emotional s ta te c lasses . The emotional s ta te recognition can be used in clinical studies for 
curing disorders by monitoring the emotional r e s p o n s e s of patients in a particular situation. 

Emotional detection is used in psychological research such a s studying anxiety 
disorders [18], A D H D, and other disorders like clinically isolated syndrome and multiple 
sclerosis [19], etc. At the time of this project, another research is in progress at C S U C I to 
research the psychological perspective of this project. 

Furthermore, the result of this project can be utilized in monitoring customers ' 
satisfaction, in addition to usability and user satisfaction test for new products. 

The scope of this project could also be expanded to finding patterns for other brain 
activities and actions. Detecting patterns for different movements , colors, objects, and thoughts 
would result in a range of applications in human computer interaction. 
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happy p c a V equals sign any parenthesis h appy p c a greater than sign 0 point 5 parenthesis semicolon 
happy f f t p c a V equals sign any parenthesis happy f f t p c a greater than sign 0 point 5 parenthesis semicolon 

percent sign Add t h e resul t b ina ry v e c t o r s t o h a p p y v e c t o r t o c o n s t r u c t t h e h a p p y input v e c t o r ( h a p p y V). 
happy V parenthesis 1 comma 1 colon 14 parenthesis equals sign happy p c a V semicolon 
happy V parenthesis 1 comma 15 colon 28 parenthesis equals sign happy f f t p c a Vsemicolon 
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percent sign Set t h e h a p p y o u t p u t v e c t o r t o single quote 0 1 single quote (The s e c o n d class r e p r e s e n t a t i o n ) . 
happy ou t V equals sign single quote 0 1 single quote semicolon 

percent sign P e r f o r m P C A o n sad d a t a . Save t h e resul t in sad p c a var iab le . 
sad p c a equals sign prin c o m p parenthesis sad da ta parenthesis semicolon 

percent sign P e r f o r m F F T on sad d a t a . Save t h e resul t in sad f f t va r iab le . 
sad f f t equals sign f f t parenthesis sad da ta parenthesis semicolon 

percent sign Get t h e m a g n i t u d e of t h e c o m p l e x n u m b e r s resul t ing f r o m f f t a n d r ep lace t h e va lues . 
sad f f t equals a b s parenthesis sad f f t parenthesis semicolon 

percent sign P e r f o r m P C A o n sad f f t . Save t h e resul t in sad f f t p c a. 
sad f f t p c a equals sign prin c o m p parenthesis sad f f t parenthesis semicolon 

percent sign P e r f o r m t h r e s h o l d o n sad p c a a n d sad f f t p c a t o conve r t v a l u e s t o binary. 
sad p c a V equals sign any parenthesis sad p c a greater than 0 point 5 parenthesis semicolon 
sad f f t p c a V equals sign any parenthesis sad f f t p c a greater than 0 point 5 parenthesis semicolon 

percent sign Add t h e resul t b ina ry v e c t o r s t o sad v e c t o r t o c o n s t r u c t t h e sad input v e c t o r parenthesis s ad V parenthesis. 
sad V parenthesis 1 comma 1 colon 14 parenthesis equals sign sad p c a V semicolon 
sad V parenthesis 1 comma 15 colon 28 parenthesis equals sign sad f f t p c a V semicolon 

percent sign Set t h e sad o u t p u t v e c t o r t o single quote 1 0 single quote ( The th i rd class r e p r e s e n t a t i o n ) . 
sad ou t V equals sign single quote 0 single quote 

percent sign P e r f o r m P C A o n a n n o y i n g d a t a . Save t h e resul t in a n n o y p c a var iab le . 
annoy p c a equals sign prin c o m p parenthesis annoying da ta parenthesis semicolon 

percent sign P e r f o r m F F T on a n n o y i n g d a t a . Save t h e resul t in a n n o y f f t var iab le . 
annoy f f t equals sign f f t parenthesis annoying da ta parenthesis semicolon 

percent sign Get t h e m a g n i t u d e of t h e c o m p l e x n u m b e r s resul t ing f r o m f f t a n d r ep lace t h e va lues . 
annoy f f t equals sign a b s parenthesis annoy f f t parenthesis semicolon 

percent sign P e r f o r m P C A o n a n n o y f f t . Save t h e resul t in a n n o y f f t p c a. 
annoy f f t p c a equals sign prin c o m p parenthesis a nnoy f f t parenthesis semicolon 

percent sign P e r f o r m t h r e s h o l d o n a n n o y p c a a n d a n n o y f f t p c a t o conve r t v a l u e s t o b inary . 
annoy p c a V equals sign any parenthesis annoy p c a greater than sign 0 point 5 parenthesis semicolon 
annoy f f t p c a V equals sign any parenthesis a nnoy f f t p c a greater than sign 0 point 5 parenthesis semicolon 

percent sign Add t h e resul t b ina ry v e c t o r s t o a n n o y v e c t o r t o c o n s t r u c t t h e a n n o y input v e c t o r parenthesis a n n o y V parenthesis. 
annoy V parenthesis 1 comma 1 colon 14 parenthesis equals sign a nnoy p c a V semicolon 
annoy V parenthesis 1 comma 15 colon 28 parenthesis equals sign a nnoy f f t p c a V semicolon 

percent sign Set t h e a n n o y o u t p u t v e c t o r t o single quote 1 1 single quote parenthesis The f o u r t h class r e p r e s e n t a t i o n parenthesis. 
annoy ou t V equals sign single quote 1 1 single quote semicolon 

percent sign W r i t e t h e resu l t s of input a n d o u t p u t v e c t o r s in t h e v e c t o r fi le so t h a t it m a t c h e s t h e FANN Forma t . - a p p e n d 
p a r a m e t e r m a k e s s u r e t h a t n e w vec to r s a r e a p p e n d e d t o t h e fi le a n d t h e file is no t o v e r w r i t t e n dot single quote Del imiter 
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p a r a m e t e r i s u s e d t o s e p a r a t e m a t r i x e l e m e n t s dot p c p a r a m e t e r s e t s t h e t e r m i n a t o r t o t h e v e c t o r t e r m i n a t o r 

parenthesis i m p l i e s c a r r i a g e r e t u r n forward slash l i n e f e e d parenthesis C R forward slash L F parenthesis parenthesis . 

d l m w r i t e parenthesis v e c t o r F i l e comma r e l a x V comma single quote hyphen a p p e n d single quote comma single quote d e l i m i t e r single quote comma single quote single quote comma single quote 

n e w l i n e single quote comma single quote p c single quote parenthesis semicolon d l m w r i t e parenthesis v e c t o r F i l e comma r e l a x o u t V comma single quote hyphen a p p e n d single quote comma single quote 

d e l i m i t e r single quote comma single quote single quote comma single quote n e w l i n e single quote comma single quote p c single quote parenthesis semicolon d l m w r i t e parenthesis v e c t o r F i l e comma 

h a p p y V comma single quote hyphen a p p e n d single quote comma single quote d e l i m i t e r single quote comma single quote single quote comma single quote n e w l i n e single quote comma single quote p c 

single quote parenthesis semicolon d l m w r i t e parenthesis v e c t o r F i l e comma h a p p y o u t V comma single quote hyphen a p p e n d single quote comma single quote d e l i m i t e r single quote comma single quote 

single quote comma single quote n e w l i n e single quote comma single quote p c single quote parenthesis semicolon d l m w r i t e parenthesis v e c t o r F i l e comma s a d V comma single quote hyphen a p p e n d single 

quote comma single quote d e l i m i t e r single quote comma single quote single quote comma single quote n e w l i n e single quote comma single quote p c single quote parenthesis semicolon d l m w r i t e 

parenthesis v e c t o r F i l e comma s a d o u t V comma single quote hyphen a p p e n d single quote comma single quote d e l i m i t e r single quote comma single quote single quote comma single quote n e w l i n e single 

quote comma single quote p c single quote parenthesis semicolon d l m w r i t e parenthesis v e c t o r F i l e comma a n n o y V comma single quote hyphen a p p e n d single quote comma single quote d e l i m i t e r single 

quote comma single quote single quote comma single quote n e w l i n e single quote comma single quote p c single quote parenthesis semicolon d l m w r i t e parenthesis v e c t o r F i l e comma a n n o y o u t V comma 

single quote hyphen a p p e n d single quote comma single quote d e l i m i t e r single quote comma single quote single quote comma single quote n e w l i n e single quote comma single quote p c single quote 

parenthesis semicolon 
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A p p e n d i x B 

An Example of recorded E E G raw data. Each experiment contains 6000 samples of data in 14 
channels named based on international brain region namely: Counter, A F 3, F 7, F 3, F C 5, T 7, 
P 7, O 1, O 2, P 8, T 8, F C 6, F 4, F 8, A F 4. Values of each channel are in mu v. 

C o u n t e r F 3 F C 5 T 7 F 4 F 8 A F 4 

1 4 3 9 9 point 4 9 4 4 7 7 point 4 4 4 2 7 8 point 4 6 4 5 0 1 point 0 3 4 1 1 5 point 3 8 4 3 9 9 point 4 9 

2 4 2 0 8 point 2 1 4 4 0 4 point 6 2 4 5 0 8 point 7 2 4 5 0 5 point 1 3 4 1 3 5 point 9 4 4 4 0 

3 4 2 0 6 point 6 7 4 4 1 4 point 3 6 4 5 2 6 point 6 7 4 5 1 2 point 8 2 4 1 3 6 point 4 1 4 3 9 4 point 3 6 

6 0 0 0 4 3 4 0 point 5 1 4 4 7 2 point 8 2 4 0 7 5 point 9 4 3 4 8 point 7 2 4 0 0 1 point 0 3 4 3 2 1 point 0 3 

A sample of feature vector in FANN format using 2 output neuron presentation after running 
Mat lab script included in Appendix A. Values are binary. 

Input Vector : 0 1 1 0 1 1 0 0 1 1 0 1 1 1 0 0 1 0 0 0 0 1 1 1 0 1 1 0 
O u t p u t Vector : 0 0 
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A p p e n d i x C 
The following program makes connection to Emotiv Epoc headse t ' s A P I in order to extract E E G 
raw data. The program only works with Emotiv headse t s that allow raw E E G a c c e s s (Research 
Versions). The process and function calls of this connection is included in Emotiv Epoc's 
manual along with s o m e examples . The s a m e functions are used for Emotiv A P I calls here. 
Paramete rs and variables are adjusted to work with Emotional Sta te Recognition project. 
forward slash forward slash b c i project 
forward slash forward slash Import libraries and headers 
number sign include angle bracket i o stream angle bracket 
number sign include angle bracket f stream angle bracket 
number sign include angle bracket conio dot h angle bracket 
number sign include angle bracket s stream angle bracket 
number sign include angle bracket windows dot h angle bracket 
number sign include angle bracket map angle bracket 

number sign include quotation mark Emo State D L L dot h quotation mark 
number sign include quotation mark e d k dot h quotation mark 
number sign include quotation mark e d k Error Code dot h quotation mark 

number sign p ragma c o m m e n t parenthesis lib, quotation mark dot dot forward slash lib forward slash e d k dot lib quotation mark parenthesis 

forward slash forward slash Create an array to store the content of E E G raw data. 
E E underscore Data Channel underscore t target Channel List square bracket square bracket equals sign curly brace 

ED underscore COUNTER comma 
E D underscore A F 3 comma E D underscore F 7 comma E D underscore F 3 comma E D underscore F C 5 comma E D underscore T 7 comma 

E D underscore P 7 comma E D underscore O 1 comma E D underscore O 2 comma E D underscore P 8 comma E D underscore T 8 comma comma E D underscore 

F C 6 comma E D underscore F 4 comma E D underscore F 8 comma E D underscore A F 4 comma E D underscore G Y R O X comma E D underscore G Y R O Y comma E D 

underscore T I M E S T A M P comma E D underscore F U N C underscore I D comma E D underscore F U N C underscore V A L U E comma E D underscore M A R K E R comma 

E D underscore S Y N C underscore S I G N A L 
curly brace semicolon 

forward slash forward slash Create an array to label the content of E E G raw data in the result file. 
c o n s t c h a r h e a d e r square bracket square bracket equals sign quotation mark C O U N T E R comma A F 3 comma F 7 comma F 3 comma F C 5 comma T 7 comma P 7 comma 

O 1 comma O 2 comma P 8 quotation mark quotation mark comma T 8 comma F C 6 comma F 4 comma F 8 comma A F 4 comma G Y R O X comma G Y R O Y comma 

T I M E S T A M P comma quotation mark quotation mark F U N C underscore I D comma F U N C underscore V A L U E comma M A R K E R comma S Y N C underscore S I G N A L comma quotation mark 

semicolon i n t main parenthesis i n t a r g c comma char asterisk asterisk a r g v parenthesis curly brace 

forward slash forward slash Create an Even Handler O b j and buffer and initialize parameters. 
Emo Engine Event Handle e Event equals sign E E underscore Emo Engine Event Crea te open parenthesis closed parenthesis semicolon 
Emo State Handle e State equals sign E E underscore Emo State Create open parenthesis closed parenthesis semicolon 
unsigned i n t user I D equals sign 0 semicolon 
const unsigned short composer Port equals sign 1726 semicolon 
float secs equals sign 128 semicolon 
unsigned i n t data rate equals sign 0 semicolon 
bool ready to collect equals sign false semicolon 
int option equals sign 0 semicolon 
i n t state equals sign 0 semicolon 
s t d colon colon string input semicolon 
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forward slash forward slash Initialize connec t ion with Emotiv Emo Engine and verify successful connec t ion . The eng ine will no t register any 
user a t this point. 

try curly brace 
if parenthesis E E underscore E n g i n e C o n n e c t open parenthesis closed parenthesis exclamation mark equals sign E D K underscore O K parenthesis curly brace 

t h r o w s t d colon colon e x c e p t i o n parenthesis quotation mark E m o t i v E n g i n e s t a r t u p f a i l e d dot quotation mark parenthesis semicolon 
curly brace 

s t d colon colon c o u t angle bracket angle bracket quotation mark S t a r t r e c e i v i n g E E G D a t a exclamation mark P r e s s a n y k e y t o s t o p l o g g i n g dot dot dot 
backslash n quotation mark angle bracket angle bracket s t d colon colon e n d l semicolon 

s t d colon colon o f s t r e a m o f s parenthesis quotation mark l o g dot c s v quotation mark comma s t d colon colon i o s colon colon t r u n c parenthesis semicolon 

o f s angle bracket angle bracket header angle bracket angle bracket s t d colon colon end l semicolon 

forward slash forward slash Access t o E E G Da ta 

forward slash forward slash Crea te da ta hand le t o provide access t o underlying da ta and initialize it with a call t o Data 
Create . Data Handle h Data equals sign E E underscore Data Crea te open parenthesis closed parenthesis semicolon 

forward slash forward slash During t h e m e a s u r e m e n t Emotiv Engine main ta ins a da ta bu f fe r of s ample da ta . At t h e beginning this buf fe r 
should be initialized by t h e following call. 

E E underscore Data Set Buffer Size In Sec parenthesis secs parenthesis semicolon 

s t d colon colon c o u t angle bracket angle bracket quotation mark B u f f e r s i z e i n s e c s colon quotation mark angle bracket angle bracket s e c s angle bracket angle bracket s t d colon colon 

e n d l semicolon forward slash forward slash S t a r t A c q u i r i n g D a t a w h i l e parenthesis exclamation mark underscore k b h i t open parenthesis closed parenthesis 

closed parenthesis curly brace forward slash forward slash Get the current Emotiv Engine State. 

state equals sign E E underscore Engine Get Next Event parenthesis e Event parenthesis semicolon 

if parenthesis s t a t e equals sign equals sign E D K underscore O K parenthesis curly brace 

forward slash forward slash G e t t h e c u r r e n t E m o t i v E n g i n e e v e n t t y p e t o c h e c k if t h e r e i s a n y u p d a t e . 

E E underscore E v e n t underscore t e v e n t T y p e equals sign E E underscore E m o E n g i n e E v e n t G e t T y p e parenthesis e E v e n t 

parenthesis semicolon forward slash forward slash G e t t h e u p d a t e f o r t h e p a r t i c u l a r . 

E E underscore E m o E n g i n e E v e n t G e t U s e r I d parenthesis e E v e n t , and sign u s e r I D parenthesis semicolon 

forward slash forward slash L o g t h e E m o S t a t e if i t h a s b e e n u p d a t e d . U s e r a d d e v e n t w i l l t r i g g e r u s e r r e g i s t e r a t i o n i n t h e c o n n e c t i o n . 

if parenthesis e v e n t T y p e equals sign equals sign E E underscore U s e r A d d e d parenthesis curly brace 

s t d colon colon c o u t angle bracket angle bracket quotation mark U s e r a d d e d quotation mark semicolon 

forward slash forward slash A f t e r u s e r r e g i s t r a t i o n , t h e d a t a a c q u i s i t i o n m u s t b e e n a b l e d f o r t h a t u s e r in t h e c o n n e c t i o n . 

E E underscore D a t a A c q u i s i t i o n E n a b l e parenthesis u s e r I D , t r u e parenthesis semicolon 

r e a d y t o c o l l e c t equals sign t r u e ; 
curly brace 

curly brace 

forward slash forward slash Acquiring Data 

if parenthesis ready to collect parenthesis curly brace 

forward slash forward slash Initiate retrieval of the latest E E G buffered data. 
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E E underscore D a t a U p d a t e H a n d l e parenthesis 0 comma h D a t a parenthesis semicolon 

u n s i g n e d i n t n S a m p l e s T a k e n equals sign 0 semicolon 

forward slash forward slash G e t t h e a m o u n t o f b u f f e r a v a i l a b l e in t h e b u f f e r dot h D a t a c o n t a i n s t h e l a t e s t b u f f e r d a t a . 

E E underscore D a t a G e t N u m b e r O f S a m p l e parenthesis h D a t a comma and sign n S a m p l e s T a k e n parenthesis semicolon 

s t d colon colon c o u t angle bracket angle bracket quotation mark U p d a t e d quotation mark angle bracket angle bracket n S a m p l e s T a k e n angle bracket angle 
bracket s t d colon colon e n d l semicolon 

forward slash forward slash T r a n s f e r d a t a i n t o a b u f f e r i n t h e a p p l i c a t i o n a n d w r i t e i n t o t h e f i l e . 

if parenthesis n S a m p l e s T a k e n exclamation mark equals sign 0 parenthesis curly brace 

d o u b l e asterisk d a t a equals sign n e w d o u b l e square bracket n S a m p l e s T a k e n square bracket semicolon 

f o r parenthesis i n t s a m p l e I d x equals sign 0 semicolon s a m p l e I d x angle bracket parenthesis i n t parenthesis n S a m p l e s T a k e n semicolon plus plus s a m p l e I d x 

parenthesis curly brace f o r parenthesis i n t i equals sign 0 semicolon i angle bracket s i z e o f parenthesis t a r g e t C h a n n e l L i s t parenthesis forward 

slash s i z e o f parenthesis E E underscore D a t a C h a n n e l underscore t parenthesis semicolon i plus plus parenthesis curly brace E E underscore D a t a 

G e t parenthesis h D a t a , t a r g e t C h a n n e l L i s t square bracket i square bracket comma d a t a comma n S a m p l e s T a k e n parenthesis semicolon 
o f s angle bracket angle bracket d a t a square bracket s a m p l e I d x square bracket angle bracket angle bracket quotation mark comma quotation mark 

semicolon curly brace 

o f s angle bracket angle bracket s t d c p semicolon p m c p semicolon p m e n d l semicolon 
curly brace 

d e l e t e square bracket square bracket d a t a semicolon 
curly brace 

curly brace 

S l e e p parenthesis 1 0 0 parenthesis semicolon 
curly brace 

o f s dot c l o s e open parenthesis closed parenthesis semicolon 

E E underscore D a t a F r e e parenthesis h D a t a parenthesis semicolon 
curly brace 

c a t c h parenthesis c o n s t s t d colon colon e x c e p t i o n and sign e parenthesis curly brace 

s t d colon colon c e r r angle bracket angle bracket e dot w h a t open parenthesis closed parenthesis angle bracket angle bracket s t d colon colon e n d l 

semicolon s t d colon colon c o u t angle bracket angle bracket " P r e s s a n y k e y t o e x i t . . . " angle bracket angle bracket s t d colon colon e n d l semicolon 

g e t c h a r open parenthesis closed parenthesis semicolon 
curly brace 

forward slash forward slash T e r m i n a t e t h e c o n n e c t i o n w i t h E m o E n g i n e a n d f r e e t h e m e m o r y a l l o c a t e d t o b u f f e r a n d e v e n t h a n d l e r . 

E E underscore E n g i n e D i s c o n n e c t parenthesis parenthesis semicolon 

E E underscore E m o S t a t e F r e e parenthesis e S t a t e parenthesis semicolon 

E E underscore E m o E n g i n e E v e n t F r e e parenthesis e E v e n t parenthesis semicolon r e t u r n 0 semicolon curly brace 
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A p p e n d i x D 

F o l l o w i n g p y t h o n s c r i p t i s c o d e d i n o r d e r t o s p e e d t h e p r o c e s s o f w a t c h i n g v i d e o s , a n a l y z i n g 

d a t a a n d s e n d i n g t h e r e s u l t t o F A N N l i b r a r y . T h e f o l l o w i n g s c r i p t r u n s t h e r e q u i r e d p r o g r a m s 

a n d s e n d s t h e p r o p e r f i l e s t o t h o s e p r o g r a m s i n e a c h s t e p . 

number sign i m p o r t t h e l i b r a r i e s 

i m p o r t t k i n t e r 

i m p o r t s u b p r o c e s s 

i m p o r t o s 

f r o m t k i n t e r i m p o r t asterisk 

c l a s s A p p l i c a t i o n parenthesis F r a m e parenthesis : 

number sign W a t c h t h e f i r s t v i d e o f u n c t i o n 

d e f w a t c h underscore f i r s t underscore v i d e o underscore f u n c t i o n parenthesis s e l f parenthesis: 

p r i n t parenthesis quotation mark w a t c h t h e F i r s t v i d e o exclamation mark quotation mark parenthesis 

number sign C r e a t e a n d i n i t i a l i z e v a r i a b l e s f o r v i d e o a n d s a m p l e f i l e p a t h l o c a t i o n . 

v i d e o equals sign quotation mark C colon backslash backslash U s e r s backslash A t e n a backslash D e s k t o p backslash backslash v i d e o backslash m p 4 backslash backslash r e l a x dot m p 4 

quotation mark s a m p l e f i l e P a t h equals sign quotation mark C colon backslash backslash U s e r s backslash A t e n a backslash D e s k t o p backslash E E G L o g g e r backslash s a m p l e backslash 

backslash r e l a x dot c s v quotation mark number sign C r e a t e g l o b a l v a i a b l e s 

g l o b a l e m o t i v A P I 

g l o b a l e x c e l 

g l o b a l v i s u a l S t u d i o 

g l o b a l m e d i a P l a y e r 

g l o b a l r e a l P l a y e r 

g l o b a l m a t l a b 

number sign C r e a t e a n d i n i t i a l i z e v a r i a b l e s f o r t h e p a t h v a r i o u s a p p l i c a t i o n s . 

m a t l a b equals sign quotation mark C colon backslash P r o g r a m F i l e s backslash M A T L A B backslash R 2 0 0 9 a backslash bin backslash m a t l a b doet e x e quotation mark emotiv 

A P I equals sign quotation mark C colon backslash backslash U s e r s backslash A t e n a backslash D e s k t o p backslash E E G L o g g e r backslash E E G L o g g e r dot v c x p r o j quotation mark 

e x c e l equals sign quotation mark C colon backslash P r o g r a m F i l e s backslash M i c r o s o f t O f f i c e backslash O f f i c e 1 2 backslash e x c e l dot e x e quotation mark 

v i s u a l S t u d i o equals sign quotation mark C colon backslash P r o g r a m F i l e s backslash M i c r o s o f t V i s u a l S t u d i o 1 0 point 0 backslash C o m m o n 7 backslash I D E backslash d e v e n v dot e x e 

quotation mark number sign O p e n e m o t v A P I p r o g r a m parenthesis C plus plus A P I C o n n e c t i o n i n A p p e n d i x C parenthesis i n V i s u a l S t u d i o s o t h a t t h e p r o g r a m c a n c o l l e c t 

E E G r a w d a t a w h i l e s u b j e c t s a r e w a t c h i n g t h e v i d e o s . 

s u b p r o c e s s dot P o p e n parenthesis quotation mark percent sign percent signs s quotation mark percent sign parenthesis v i s u a l S t u d i o , e m o t i v A P I parenthesis parenthesis 

number sign S t a r t t h e v i d e o 

o s dot s t a r t f i l e parenthesis v i d e o parenthesis 

number sign In e a c h s t e p e m o t i v A P I p r o g r a m w r i t e s t h e r e s u l t i n a f i l e . 

number sign W a t c h t h e s e c o n d V i d e o F u n c t i o n 

d e f w a t c h underscore s e c o n d underscore v i d e o underscore f u n c t i o n parenthesis s e l f parenthesis colon 

p r i n t parenthesis quotation mark W a t c h t h e S e c o n d V i d e o ! quotation mark parenthesis 

v i d e o equals sign quotation mark C colon backslash backslash U s e r s backslash A t e n a backslash D e s k t o p backslash backslash v i d e o backslash m p 4 backslash s a d dot m p 4 quotation 

mark o s dot s t a r t file parenthesis v i d e o parenthesis 

number sign W a t c h t h e s e c o n d V i d e o F u n c t i o n 

d e f w a t c h underscore t h i r d underscore v i d e o underscore f u n c t i o n parenthesis s e l f parenthesis colon 
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p r i n t parenthesis quotation mark W a t c h t h e T h i r d V i d e o exclamation mark quotation mark parenthesis 

v i d e o equals sign quotation mark C colon backslash backslash U s e r s backslash A t e n a backslash D e s k t o p backslash backslash v i d e o backslash m p 4 backslash h a p p y dot m p 4 quotation 

mark o s dot s t a r t f i l e parenthesis v i d e o parenthesis 

number sign W a t c h t h e s e c o n d V i d e o F u n c t i o n 

d e f w a t c h underscore f o u r t h underscore v i d e o underscore f u n c t i o n parenthesis s e l f parenthesis colon 

p r i n t parenthesis quotation mark W a t c h t h e F o u r t h V i d e o exclamation mark quotation mark parenthesis 

v i d e o equals sign quotation mark C colon backslash backslash U s e r s backslash A t e n a backslash D e s k t o p backslash backslash v i d e o backslash m p 4 backslash backslash a n n o y i n g dot 

m p 4 quotation mark o s dot s t a r t f i l e parenthesis v i d e o parenthesis 

number sign A n a l y s e f u n c t i o n d e f a n a l y s e underscore f u n c t i o n parenthesis s e l f parenthesis colon 

m a t l a b equals sign quotation mark C colon backslash P r o g r a m F i l e s backslash backslash M A T L A B backslash backslash R 2 0 0 9 a backslash backslash b i n backslash backslash m a t l a b 

dot e x e quotation mark s a m p l e f i l e P a t h equals sign quotation mark C colon backslash backslash U s e r s backslash A t e n a backslash D e s k t o p backslash backslash a n a l y z e dot m 

quotation mark p r i n t parenthesis quotation mark A n a l y z e quotation mark parenthesis number sign O p e n M a t l a b s c r i p t f o r c r e a t i n g f e a t u r e v e c t o r s f r o m r a w d a t a parenthesis A p p e n d i x 

A parenthesis in m a t l a b s u b p r o c e s s dot P o p e n parenthesis quotation mark percent sign s percent sign s quotation mark percent sign parenthesis m a t l a b comma s a m p l e f i l e P a t h 

parenthesis parenthesis number sign F A N N F u n c t i o n 

d e f f a n n underscore f u n c t i o n parenthesis s e l f parenthesis colon p r i n t parenthesis quotation mark C l a s s i f y quotation mark parenthesis 

number sign C r e a t e a n d i n i t i a l i z e v a r i a b l e s f o r F A N N K e r n e l a n d E x p l o r e r 

f a n n K e r n e l equals sign quotation mark C colon backslash backslash U s e r s backslash A t e n a backslash D e s k t o p backslash backslash f a n n E x p l o r e r 2 1 backslash backslash f a n n backslash 

backslash f a n n S o a p backslash backslash f a n n K e r n e l backslash backslash R e l e a s e backslash backslash f a n n K e r n e l dot e x e quotation mark 

f a n n E x p l o r e r equals sign quotation mark C colon backslash backslash U s e r s backslash A t e n a backslash D e s k t o p backslash backslash f a n n E x p l o r e r 2 1 backslash backslash f a n n backslash 

backslash f a n n S o a p backslash backslash f a n n K e r n e l backslash backslash R e l e a s e backslash backslash f a n n E x p l o r e r backslash backslash 

f a n n E x p l o r e r dot h t m l quotation mark number sign E x e c u t e F A N N K e r n e l 

o s dot s t a r t f i l e parenthesis f a n n K e r n e l parenthesis 

number sign S t a r t F A N N E x p l o r e r 

o s dot s t a r t f i l e parenthesis f a n n E x p l o r e r parenthesis 

number sign C r e a t e t h e c o n t r o l w i n d o w a n d c a l l t h e f u n c t i o n s w h e n b u t t o n s a r e c l i c k e d dot 

d e f c r e a t e W i d g e t s parenthesis s e l f parenthesis colon 

number sign Q u i t e B u t t o n 

s e l f dot Q U I T equals sign B u t t o n parenthesis s e l f parenthesis 

s e l f dot Q U I T square bracket quotation mark t e x t quotation mark square bracket equals sign quotation mark Q U I T quotation mark 

s e l f dot Q U I T square bracket quotation mark f g quotation mark square bracket equals sign quotation mark r e d quotation mark 

s e l f dot Q U I T square bracket quotation mark c o m m a n d quotation mark square bracket equals sign s e l f dot q u i t 

s e l f dot Q U I T dot p a c k parenthesis curly brace quotation mark s i d e quotation mark colon quotation mark l e f t quotation mark curly brace parenthesis 

number sign W a t c h F i r s t V i d e o B u t t o n 

s e l f dot w a t c h underscore f i r s t underscore v i d e o equals sign B u t t o n parenthesis s e l f parenthesis 

s e l f dot w a t c h underscore f i r s t underscore v i d e o square bracket quotation mark t e x t quotation mark square bracket equals sign quotation mark W a t c h F i r s t v i d e o quotation mark 

s e l f dot w a t c h underscore f i r s t underscore v i d e o square bracket quotation mark c o m m a n d quotation mark square bracket equals sign s e l f dot w a t c h underscore f i r s t underscore v i d e o 

underscore f u n c t i o n 

s e l f dot w a t c h underscore f i r s t underscore v i d e o dot p a c k parenthesis curly brace quotation mark s i d e quotation mark colon quotation mark l e f t quotation mark curly brace parenthesis 



1 0 6 

number sign W a t c h S e c o n d V i d e o B u t t o n 

s e l f dot w a t c h underscore s e c o n d underscore v i d e o equals sign B u t t o n parenthesis s e l f parenthesis 

s e l f dot w a t c h underscore s e c o n d underscore v i d e o square bracket quotation mark t e x t quotation mark square bracket equals sign 

quotation mark W a t c h S e c o n d v i d e o quotation mark s e l f dot w a t c h underscore s e c o n d underscore v i d e o square bracket quotation mark c o m m a n d quotation mark square bracket equals sign 

s e l f dot w a t c h underscore s e c o n d underscore v i d e o underscore f u n c t i o n 

s e l f dot w a t c h underscore s e c o n d underscore v i d e o dot p a c k parenthesis curly brace quotation mark s i d e quotation mark colon quotation mark l e f t quotation mark curly brace parenthesis 

number sign W a t c h T h i r d V i d e o B u t t o n 

s e l f dot w a t c h underscore t h i r d underscore v i d e o equals sign B u t t o n parenthesis s e l f parenthesis 

s e l f dot w a t c h underscore t h i r d underscore v i d e o square bracket quotation mark t e x t quotation mark square bracket equals sign quotation mark W a t c h T h i r d v i d e o quotation mark 

s e l f dot w a t c h underscore t h i r d underscore v i d e o square bracket quotation mark c o m m a n d quotation mark square bracket equals sign s e l f dot w a t c h underscore t h i r d underscore v i d e o 

underscore f u n c t i o n 

s e l f dot w a t c h underscore t h i r d underscore v i d e o dot p a c k parenthesis curly brace quotation mark s i d e quotation mark colon quotation mark l e f t quotation mark curly brace parenthesis 

number sign W a t c h F o u r t h V i d e o B u t t o n 

s e l f dot w a t c h underscore f o u r t h underscore v i d e o equals sign B u t t o n parenthesis s e l f parenthesis 

s e l f dot w a t c h underscore f o u r t h underscore v i d e o square bracket quotation mark t e x t quotation mark square bracket equals sign quotation mark W a t c h F o u r t h v i d e o quotation mark 

s e l f dot w a t c h underscore f o u r t h underscore v i d e o square bracket quotation mark c o m m a n d quotation mark square bracket equals sign s e l f dot w a t c h underscore f o u r t h underscore v i d e o underscore 

f u n c t i o n s e l f dot w a t c h underscore f o u r t h underscore v i d e o dot p a c k parenthesis curly brace quotation mark s i d e quotation mark colon quotation mark l e f t quotation mark curly brace 

parenthesis number sign A n a l y s e B u t t o n 

s e l f dot a n a l y s e equals sign B u t t o n parenthesis s e l f parenthesis 

s e l f dot a n a l y s e square bracket quotation mark t e x t quotation mark square bracket equals sign quotation mark A n a l y s e quotation mark 

s e l f dot a n a l y s e square bracket quotation mark c o m m a n d quotation mark square bracket equals sign s e l f dot a n a l y z e underscore f u n c t i o n 

s e l f dot a n a l y s e parenthesis curly brace quotation mark s i d e quotation mark colon quotation mark l e f t quotation mark curly brace parenthesis 

number sign F A N N B u t t o n 

s e l f dot f a n n equals sign B u t t o n parenthesis s e l f parenthesis 

s e l f dot f a n n square bracket quotation mark t e x t quotation mark square bracket equals sign quotation mark F A N N C l a s s i f y quotation mark 

s e l f dot f a n n square bracket quotation mark c o m m a n d quotation mark square bracket equals sign s e l f dot f a n n underscore f u n c t i o n 

s e l f dot f a n n parenthesis curly brace quotation mark s i d e quotation mark colon quotation mark l e f t quotation mark curly brace parenthesis 

d e f underscore i n i t underscore parenthesis s e l f comma m a s t e r equals sign N o n e parenthesis colon 

F r a m e dot underscore i n i t underscore parenthesis s e l f comma m a s t e r parenthesis 

s e l f dot p a c k parenthesis parenthesis 

s e l f dot c r e a t e W i d g e t s parenthesis parenthesis 

r o o t equals sign T k parenthesis parenthesis 

a p p equals sign A p p l i c a t i o n parenthesis m a s t e r equals sign r o o t parenthesis 

a p p dot m a i n l o o p parenthesis parenthesis r o o t dot d e s t r o y parenthesis parenthesis 
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Figure Appendix D: Control w i n d o w . 

Screen Shot of t h e control w indow: 


